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EMBEDDINGS OF BEPPO-LEVI SPACES IN HOLDER-ZYGMUND
SPACES, AND A NEW METHOD FOR RADIAL BASIS
FUNCTION INTERPOLATION ERROR ESTIMATES.

R. K. BEATSON, H.-Q. BUI AND J. LEVESLEY

ABSTRACT. The Beppo-Levi native spaces which arise when using polyharmonic
splines to interpolate in many space dimensions are embedded in Holder-Zygmund
spaces. Convergence rates for radial basis function interpolation are inferred in
some special cases.

1. INTRODUCTION

A radial basis function is a function of the form

(1) s=p+ Y nd(-—x),

zeX

where p is a low degree polynomial and ® is a fixed radially symmetric function.
The error analysis for radial basis function interpolation using polyharmonic splines
takes place in Beppo-Levi spaces (see below for a definition). Our aim is to infer
convergence rates for this interpolation from the knowledge that the Beppo-Levi
semi-norm of the interpolation error is bounded. We do this by seeing that the
Beppo-Levi space can be embedded in some homogeneous Holder-Zygmund space
which implies that the first or second differences of certain derivatives of the error
decay as h to a power. Error estimates can then be deduced from the knowledge that
the error is zero at the interpolation points.

We begin by introducing some standard concepts and notation. For a multi-index
o € N4, define 2@ = 21252 - - 24 and D = 071052 - - - 954, where 0, = 6%5' Let S
denote the space of rapidly decaying, infinitely differentiable functions on R% and S’
denote its dual space, the space of tempered distributions. We denote the action of
a distribution f on a test function p by (f, p). For a function p € S we define the
Fourier transform

ph(z) = / ply)e ™ dy.
Rd
Then, the Fourier transform of f € & is defined by

(f" p) = (f,lpA% pES.
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The polyharmonic spline basic functions are given by
I d odd,
(2) Dyp(z) = { |z|*~4log |z|, d even,
where 2k > d. The corresponding polyharmonic splines have the form
(3) szpkfl—szqu)(- —.%),

zeX

where p,_; € 7w | the space of polynomials of degree k — 1 in d variables. The
coefficients {v,} will be described (in a conventional but regrettable notation) as
orthogonal to 7 | in the sense that

(4) L(g) == Y 7aq(x) =0, forall g€,
zeX
For any open set 2, D(£2) denotes the space of all C* functions ¢ with compact
support K C Q. Further, for any function g € L{ () let Aq, be the distribution in
D'(Q) defined by

(Ao, &) = / 9(€)0(E)de .

A4 is shorthand for Aga ,. Often we will write g instead of A,.
The error analysis for interpolation using polyharmonic splines is made relatively
straightforward by the fact that (distributionally)

Alj@d,k = Cy 104,

for some constant Cg, where 94 is the d-dimensional Dirac delta distribution. From
the previous equation one can infer that as a distribution acting on D (Rd\{O})

(5) ®y(2) = g(x) = (=1) Capla| 7.

That is that ®}, = A,. A good reference for these matters is Gelfand-Shilov [4].

The analysis of radial basis interpolation in d-dimensional space using polyhar-
monic splines takes place in Beppo-Levi spaces, also known as homogeneous Sobolev
spaces. For k € Z, we define BL;(R?) (we will drop the (RY) where there is no
danger of confusion) to be the subspace of Ll (R?), the locally integrable functions
on R? for which D®f € L*(R?), for all |a| = k. A semi-norm on this space is

1/2
(6) e =9 D callDFIE
la|=k
k k! . .
where ¢, = = —— and by the Multinomial Theorem
o ol ay!

Z Car®® = |z|?".

laf=Fk
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Here we have used |- | to denote the Euclidean norm. The kernel of this seminorm is
just 7.
Define the subspace Sp_1 of S by

Sp—1 = {¢ €S / 2P ¢(x)dx =0, forall |B] <k — 1}.
Rd

Then if ¢ € S/kjl, (DP¢)(0) = 0 for all |3] < k — 1, so that by Taylor polynomial
expansion

(7) BOI/IE]F < C D 1DG|oo
lal=k

for all € # 0. It follows that ¢/| - |* € L?(R?).
We will need the following lemma concerning functions in a Beppo-Levi space.

Lemma 1. Let k € N and f € BLy. Then there exist a polynomial p € 7, and a
function g € L}, (R\{0}) such that || - |gll> = | flsL,, and with fy = f —p,

loc

(o) = [ oot

for all ¢ € 6{;;1.

Proof: Let a be a multiindex with |a| = k. Then (D*f)" = (i§)*f" = A,, for
some g, € L*(R?) C L .(RY). Given 0 # z € R? choose j so |z;| = ||]|e. Choose a
as the multiindex with j-th component k and other components zero. Then (i&)® is

bounded away from zero on the open ball U about x of radius ||z||«/2. Let ¢ € D(U)
and note 1/(1§)* € C>°(U) N L>(U). Hence ¢ € D(U) and

(i&)e
1

(6 = (G )

~ [ (05 ) etcrts

_ / 9(6)(€)de,
U

1
where g(§) == ——=ga(€), for all £ € U, is a function in L'(U).

(i)
Covering R\ {0} with a collection of such balls in a manner reminiscent of standard
global definition of a distribution from its local behaviour we find an Ll _(R¥\{0})

function ¢ such that

© o) = [ o
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for all ¢ € D(R?\{0}). This implies that for every |a| =k,

(9) (16)%g(€) = gal€)  ae. on R,
Now, since > ,_ ol = |€]% for all £ € RY,

elkalls = | S cac®lg©)P|] =3 eallgall

o=k 1 la|=k

where in the last step we have used (9). It follows that
2
(10) - Fglly = > callgall; = 11w,
la|=k

Now define a continuous functional fl on S/kjl by

1) (o) = [ aterotere = [ flerae} {55 ae

The Hahn-Banach theorem implies that the domain of definition of the functional fl

can be extended to S. -
Now for ¢ € S, (1£)*¢(€) € Sk—1 and

<(Daf1>/\7¢> = <ﬁ7(1£)a¢>
- / 9()(1€)(€)de = / 00 (E)6(€) .
R4 R4
It follows that
(12) Al = Y el DA = 3 callgall? = 1£130,.

o=k |a|l=k

Now from (8) and (11) (f1,¢) = (J,¢) for all § € DRN{0}). Hence f — f; is
supported at the origin, so that f — f; is a polynomial say p. It follows that f; is in
L} (R?) and from (12) is in BLy. Since f — f; € BLj, the polynomial pisin 7 ;. W

loc
2. A sCcALE OoF HOLDER-ZYGMUND SPACES

Let 0 < o0 < 1. We define the (homogeneous) Holder-Zygmund space C° to be the
space of all continuous functions f : R¢ — C such that the seminorm

A
p 7H ’Z{J“, O0<o<1,
13 = 0#heRd
(13) I£1l a2
0#hcR4 ’h| ’ ’

is finite. Here Ay f(x) is the forward difference A} f(z) = f(z + h) — f(z), and for
n=23,..., Anf =N, (A}1f).
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Now consider o > 1. Let j be the greatest nonnegative integer such that j < o
which implies 0 < 0 — j < 1. Define C° to be the space of all C? functions such that

(14) 1fllge = D IID* flign-s < 0.
jal=j

Let [] denote the integer part function. Then we can rewrite (14) in terms of our
definition of the seminorms for 0 < ¢ < 1 finding

|4, (D7 f) - teser
p—r , 0 non integer;
la=[o] 0#heRd I
(15) [ fller = |A2 (D f)]|
S h T 2l i
up , 0 an integer.
0£heR4 |h|

la|=0—1

Since this expression is consistent with (13) we can take (15) as the definition of ||| s

for all ¢ > 0. The kernel of the seminorm is Wfia].

[t is interesting to recall one of Zygmund’s [10] reasons for introducing the Zygmund
space of 27 periodic functions ¢ with second modulus
wy(g,h) == sup |g(z) = 2g(z + k) + g(z + 2k)|,
z€R, 0<k<h
of order O(h) as h — 0. This was that the Lipschitz classes associated with the
ordinary modulus w(g, h) do not characterize those functions g such that the error

in best approximation by trigonometric polynomials of degree n, E*(g) is O(n™!) as
n — 00. Indeed using the ordinary modulus one has

w(g.h) = O(h) = Ej(9)=0(n"") = w(g,h) = O(h|loghl),
whereas using the second modulus, that is a Zygmund space, one has
wo(fh)=0(h) <= E;(g)=0n"").

In view of this history we call the spaces C° Holder-Zygmund spaces. These spaces
have also played an important role in other branches of analysis such as harmonic
analysis and partial differential equations.

There is a family of equivalent seminorms for C?. Let 0 < o < n + j where n and
J are nonnegative integers such that 0 < 57 < o. Then

A} (D
(16) e~ Y sup 128D Dl

]y OFher? |hlo=d

for all f € C°. Note that the right hand side of (16) contains (15) as a special case
with j the greatest integer less than ¢ and n chosen as 2 or 1 according as ¢ is, or
is not, an integer. The right hand side of (16) has kernel 7¢ . | and without the

restriction f € C” the equivalence should be interpreted modulo md i1
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3. THE EMBEDDING THEOREM

The embedding theorem we prove in this section is a folklore result in harmonic
analysis. Usually such theorems would be proven by means of a Littlewood-Paley
decomposition. (We refer to [1], [2], [6], and [8] for the Littlewood-Paley theory.) An
inconvenient aspect of the Littlewood-Paley norms is that they annihilate polynomials
of all orders, while we want to control the degrees of the polynomials appearing in the
embedding theorem, and this would usually require additional arguments. However
in the 2-norm setting that we are interested in it is possible to give a simple direct
proof which we present in the next theorem.

Theorem 2. Suppose k > d/2. Then BLy, is continuously embedded in C*=% modulo
7l . Thus there exist a constant E depending only on k and d such that for each

f € BLy, there is a corresponding polynomial q in 7 _, so that

1f = dll g < Elflou,.

More generally suppose k > d /2 and define o0 = k— g. Suppose 0 < 0 <n+j,n €N,
J €Ny and 0 < j < o. Then there exists a constant E, depending on k,d,n and j,
and a polynomial q € m&_, depending on f € BLy such that for all 0 # h € R? and
af =

(17) (RPN AR (D*(f = @) [loo < Elf[BLy-

Proof: It suffices to prove the more general form of the result as the result for
our particular choices of seminorm corresponds to particular choices of n and j. Let
f € BLy and a be a multiindex with |a| = j. Let p be the polynomial and g be the

L. (Rd\O) function whose existence is guaranteed by Lemma 1. Let f; = f —p. We
will show shortly that the function

(18) m(€) = g(&)(e*" = 1)"(i§)"

is in L'(RY) with

(19) lmlls < ClRI7 | flpL,-

Assume this in the meantime. Then

(20) (AR (D F)) 0) = (i, (4" = 1)"(1€)°0()).-

Note that for [¢]|h] < 1, [e'*" — 1| < [¢]|h|. Hence if n 4 j > k holds then for ¢ € S,
(e'h — 1)"(1£)*¢(€) is in Sg—1 and, by Lemma 1, Equation (20) can be realised as

(21) [ s =1y 6o o

If n 4+ j < k then we require ¢ € Sk/_(n\ﬂ) in order to draw the same conclusion. So

in this latter case we have a functional initially defined only on Sk/,(n\ﬂ-). However
by arguments analogous to those employed in Lemma 1 we can make the natural
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extension to this operator so that, for all ¢ € §, it is given by the integral of ¢
against the L' function m of Equation (18). As in Lemma 1 this may change ﬁ by a
distribution supported at the origin. Thus it can change f; itself by a polynomial in
this case of degree at most k — (n+ j) < k. Thus we arrive finally at a polynomial ¢
in 7¢_| and fy = fi — ¢ so that, for all ¢ € S,

(AL (D) 0) = | m(&)d(€)de.

Rd
Thus

IAT (D f2) lloe < (2)~[lmlly < ClR|7| flbr.,
which gives the desired result.

We now proceed to show that the function m of equation (18) satisfies the esti-
mate (19).

Il = Jo(€) (4" = 1)" )" d

eigh_ n
- L %(iowow e
eigh -1 no.o\g
< | e
6igh_ n . oe\o
(22) _ |« |‘1|)k 69| i

where in the last step we have used Lemma 1.

The only thing that remains is to estimate the first term on the right of equa-
tion (22).

Consider two separate cases [£||h] < 1 and |£||h| > 1. In the first case the inequality

|eth — 1] < [¢]|n]
holds. Applying this we get

(4 —1)" (ig)°

[€1"|A]"[€
<
€1
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Hence, with w, the surface area of the sphere in R¢,

/ (e'h —1)" (1)"
iel<1/1n| [<1F

Vo 2
d£ — \/Jd |h|n / T2(n+]_k)+d_1d7‘
0

Nl R
= ()

= Ly
NeTES T

When [¢[|h| > 1 use the estimate |¢'$" — 1| < 2. Then

(e'h —1)" (1g)”
19k

2

< 2mgpP*

so that

1

2 :
df < on /_wd (/ T2(j_k)+d_ld7“>
1

[h]

(e —1)" (1) |
€|

/£|>|%

2"/ ( 1 )“*3
-~ V/=d—2(—k) \IAl
_ Wﬁ%’mwj

V20 —2j '

4. INTERPOLATION AND ERROR ESTIMATES

Consider the following interpolation problem. Let X C R? be a finite set of distinct
points unisolvent for 7 ;. Let s be the function which interpolates to f € BL;, on
X and has the form

§ = Pr—1+ Z Y2 Pai(- — 1),
zeX
where py_; € ml_,. In order that s be in BL;, we require that the coefficients {v,} be
orthogonal to 7 | in the sense defined in (4). The existence and uniqueness of such
a polyharmonic spline interpolant is well known.

Then, using standard arguments (see e.g. [3, Lemma 3.2]) one can easily show
that, for any g € BLy, with g(x) = f(x), for all z € X,

2 2 2

|g|BLk = |S|BLk + 19— SlBLka
so that s minimizes the semi norm (energy functional) over all interpolants from BLj.
In particular |f — s|pr, < |f|BL,-
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Now, apply the embedding of Theorem 2 and in particular (17). Assume k > d/2
and define 0 = k — g. Suppose 0 < max{o,k —1} <n+j, n €N, j € Ny and
0 < j < 0. There is an additional assumption here over those in the embedding
Theorem 2. Namely that £ — 1 < n + j. This implies that the polynomial ¢ of the
embedding theorem is annihilated by the differential difference operator there. Hence,
there exists a constant C, depending on k,d,n and j, such that for all 0 # h € R?

and |o| = j
(23) AP AR (D (f = 9)) e < Cf Ly

Inequality (23) can be used to produce error estimates for interpolation.

5. EXAMPLES

We present three examples here. The first gives convergence rates in one dimension
for natural splines of odd degree. The second is for thin-plate spline interpolation in
two dimensions, and the third for interpolation using |z| in three dimensions.

5.1. Univariate splines. In this case, for & € N, we consider the basic function
Dy 1(z) = |z|**71. Let X C [a,b] C R, with a,b € X. The natural degree 2k — 1
spline interpolant has the form

s=pra+ Y Vel -~
zeX

where py_1 € m}_,. The set X is required to be unisolvent for 7{_, which in this one
dimensional case reduces to X having cardinality, #X, at least k. The coefficients
{7: : * € X} are required to be orthogonal to w}_,. The native Beppo-Levi space for
®, 1, is BLg(R) which by Theorem 2 is embedded in C’k_l/g(R) modulo 7} ;. Thus,
(23) implies the existence of a constant C' such that

(24) sup |h| 72| ARD* M f = 8]l < C|f |BLyw)-
0#£heR

Recall that a set X is said to have separation distance p for a set Y if

sup inf |y —z|=p.
Let p be the separation distance for the set X in [a,b]. Label the points in X in
increasing order as
a=T1 < Ty < -+ <x, =0

Applying Rolle’s Theorem repeatedly, as in the classical proof of the formula for the
error in polynomial interpolation, each interval (z;, z;ym,) contains at least one zero
of D™[f—s], for 1 <m < kand 1 < i < n—m. Denote the set of zeros of D™[f — s]
in [a,b] by X,,. The Rolle’s Theorem argument implies that for each 1 < m < k the
set X, has cardinality at least #X — m and considered as a subset of [a,b] has a
separation distance not exceeding 2mp.
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Now, let z € [a,b] be such that M = maxyef,p) |D* [ f — s|(y)| = [D* [ f — s](2)].
Let € be the nearest point to z in Xj_1. Then necessarily |z — ¢ < 2(k —1)p =: h.
Hence, using (24),

M = [D*[f = s](2) = D*U[f = s](&)] < ChY?| flprum) < O flprum)-

Since D*=2[f — s] is differentiable on [a, b], the Mean Value Theorem implies that
for any y and ¢ in [a, b]

DF2[f = s)(y) = D*2[f = s)(€) = (y — D' [f = s)(c),

where ¢ is an unknown point between y and £. Now, D¥=2[f — s] = 0 on the set of
points Xj_o which considered as a subset of [a, b] has separation distance 2(k — 2)p.
Hence choosing ¢ as the closest point to y in Xj_o it follows that

s |DF2f = s|(y)| < Cp*2| f|Bra)-
y€E|a,

We may proceed in the same way, using the Mean Value Theorem repeatedly,
decreasing the order of the derivatives as we go, to finally conclude that

1 = sllosar) < CO* 2| flBLo(R)-

This agrees with the results given for example by Light and Wayne [5, Corollary 4.5].
We can also infer convergence rates for complete spline interpolation. Here, the
spline interpolant is of the form

s=pro1t > Vel =2
zeX

where py_1 € mi_;. The coefficients are chosen so that s(x) = f(x) for all z € X
which contains a and b, and also

(25) D™[f = sl(a) = D"[f = s](b) =0, 1<m<k-1

The complete spline end conditions (25) replace the orthogonality conditions (4) of
the “natural” spline case. The complete spline also has a minimum energy character-
isation. It minimises the energy seminorm ( fab [g®) (t)]2dt)'/? over all suitably smooth
functions ¢ satisfying both the Lagrange interpolation conditions and the complete
spline end conditions (25).

The native space in this case is the Sobolev space Wy([a,b]), whose elements are
the restrictions of functions in Wy (R) to [a,b]. These spaces are embedded in the
inhomogeneous Holder-Zygmund space of continuous functions whose (k — 1)th de-
rivative is in Lip; »[a,b] (see e.g. Peetre [6]). Applying the same argument as for

. . _1 . .
natural splines we infer a convergence rate of order p*~2 where 2p is the mesh size.
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5.2. Thin-plate spline interpolation in two dimensions. The minimal energy
characterisation of of thin-plate spline interpolants, due to Duchon [3], has influenced
many to study and use radial basis functions. The simplest case corresponds to the
displacement of a thin plate constrained to pass through certain points. Here the
basic function is @35 = |- [*log] - |, mapping R*> — R and the thin-plate spline
interpolant has the form

s=p+ Z%| -—x*log | - —x|,
rzeX

where p; € 7} and the coefficients {~, : © € X} are orthogonal to linears. It minimizes
the (linearized) bending energy over all sufficiently smooth interpolants, that is over
all interpolants from BLy(R?). We will show that there is an absolute constant C
such that if s is the thin plate spline interpolant to f € BLy(R?) at nodes X then on
any closed triangle T' corresponding to three of the nodes

If = 5llso,r < CplflBLoR2),

where p is the length of the longest side of the triangle 7. This agrees with the
results given separately by Duchon [3], Light and Wayne [5], Powell [7], and Wu and
Schaback [9].

The associated native Beppo-Levi space BLy(R?) is embedded in C;(R?) modulo
72, Thus, (23) tells us that there exists a constant C such that

(26) sup |1 ARLS = sllloe < C1fBracze)-
0£h€eR?

Consider firstly the situation for a triangle 7" with vertices interpolation nodes and
an edge [a,b] of T. Suppose that the maximum error on this edge, M, occurs at z,
that is M = maxyejop |[f —s|(y)| = |[f — s](2)|- Let £ be the nearest of the endpoints
of the edge to z, and h = z — . Then, AZg(¢) = (&) —2g(2) + g(22 — £). Now using
that [f — s](£) = 0 and (26),

AITHARLS = sl = [hI7H2Lf = s](2) = [f = s](22 = &)
< C|f|BLom2).-
Since |[f — s|(z)| = M and |[f — s](2z — £)| < M it follows that

p
M < Clh]| flBLy@e) < C§|f|BL2(R2)’

This establishes the bound on the error on the boundary of the triangle 7.
Consider now the whole triangle 7. Suppose that the maximum error on the
triangle M occurs at z. That is M = maxyer |[f — s](y)| = |[f — s](2)|. If z is on the
boundary of T the result has already been proven. Hence assume it does not. Let
¢ be the nearest point on the boundary of T to z and h = z — £. Then, again from
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(23),

(AL = sl = IIf = sl() = 2f = s](2) + [f — s](22 = &)
< Clhf|flprare)-
Thus, using the result already obtained for edges

p
M < 2[f = s](2) = [f = s](22 = O] < Clh]| flro@) + OF| flprae)-
which gives the result for the whole of T'.

5.3. Norm interpolation in three dimensions. This example is similar to the
last. The basic function is @9 3(x) = ||, and the native Beppo-Levi space is BLy(R?).
The interpolant we seek is of the form

s=pi+ ) nl-—al,

zeX

where p; € 7}, The coefficients {7, : @ € X} are orthogonal to linears. The native
Beppo-Levi space is embedded in C'/2(R?) modulo 73, In particular (23) tells us that
there exists a constant C' such that

(27) sup B2 IARLf = 8]l < C1f Broges).
0#£heR3

A simple argument then shows that there exists a constant E such that if z is any
point in a closed tetrahedron with vertices interpolation nodes, and A is the maximum
length of an edge of the tetrahedron, then

[(f = 5) ()] < BR'| flprages).
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