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Abstract: Phylogenetic closure operations on partial splits and quartet trees turn out to be both mathematically interesting and computationally useful. Although these operations were defined two decades ago, until recently little had been established concerning their properties. Here we present some further new results and links between these closure operations, and show how they can be applied in phylogeny reconstruction and enumeration. Using the operations we study how effectively one may be able to reconstruct phylogenies from evolved multi-state characters that take values in a large state space (such as may arise with certain genomic data).

1 Phylogenetic Closure Operations

Meacham (1983), building on the earlier work of Estabrook and McMorris (1977) and others, described two formal rules for deriving new phylogenetic relationships from pairs of compatible characters. These rules are particularly simple and appealing, and we describe them in the following subsections. There are interesting mathematical relationships between these rules, and we develop and those and indicate new results that support their use in modern phylogenetic modeling.

1.1 Rules for Partial Splits

In this paper a partial X-split refers to a partition of some subset of X into two disjoint nonempty subsets, say A and B, and we denote this by writing $A/B (= B/A)$. Also we say that a phylogenetic X-tree T displays a partial X-split $A/B$ if there exists at least one edge of T whose deletion from T separates the leaves labeled by the species in $A$ from the species in $B$. This concept is illustrated in Fig. 1.
Fig. 1. The phylogenetic tree shown above displays the partial X-split (a, i) \{(d, e, h). Deleting edge e_1 or e_2 separates (a, i) from (d, e, h).

Given a collection \( \Sigma \) of partial X-splits and a partial X-split \( A \chi B \), we write \( \Sigma \vdash A \chi B \) if every phylogenetic X-tree that displays each partial X-split in \( \Sigma \) also displays \( A \chi B \). Let \( A_1 \chi B_1 \) and \( A_2 \chi B_2 \) be two partial X-splits. Maclean's two rules can be stated as follows:

(M1): If \( A_1 \cap A_2 \neq \emptyset \) and \( B_1 \cap B_2 \neq \emptyset \) then

\[
\{A_1(B_1), A_2(B_2)\} \vdash A_1 \cap A_2 \cup B_1 \cup B_2, \quad A_1 \cup A_2 \cup B_1 \cap B_2.
\]

(M2): If \( A_1 \cap A_2 \neq \emptyset \) and \( B_1 \cap B_2 \neq \emptyset \) and \( A_1 \cap B_2 \neq \emptyset \) then

\[
\{A_1(B_1), A_2(B_2)\} \vdash A_1(B_1) \cup B_2, \quad A_1 \cup A_2 \cup B_1 \cap B_2.
\]

The underlying theorem (Beauchamp, 1983) that justifies these two rules is the following:

**Any phylogenetic X-tree that displays the partial X-splits on the left of (M1) or (M2) also displays the corresponding partial X-splits on the right.**

1.2 Rules for Quartet Trees

At around the same time as Beauchamp's paper, researchers in systematics in Holland, building on the earlier pioneering work of Collessually and Swartz (1981), described rules for combining quartet trees. In particular, Haese Decker in his MSc thesis (1986) investigated two 'dyadic' rules, which take as their input two quartet trees and produce one or more output quartet trees. Standard terminology refers to a fully-resolved phylogenetic tree on four leaves as a quartet tree and we write an abcd if the interior edge separates the pair of leaves a, b from the pair of leaves c, d. Also we say that a phylogenetic X-tree \( T \) displays the quartet tree abcd if there is at least one interior edge of
that separates the pair a, b from the pair c, d. These concepts are illustrated in Fig. 1 and Fig. 2. For any phylogenetic X-tree T we let Q(T) denote the set of all quartet trees that are displayed by T.

Returning now to quartet rules, for a set Q of quartet trees we write $Q \vdash \text{aligned}$ precisely if every phylogenetic X-tree that displays Q also displays aligned. We call the statement $Q \vdash \text{aligned}$ a quartet rule, and it is dyadic if $|Q| = 2$. There are precisely two dyadic quartet rules:

$Q_1$: \text{aligned, abcd} \vdash \text{abhip}$

$Q_2$: \text{aligned, acbd} \vdash \text{abcd, abde, bcde}$

The underlying (and easily proved) theorem that justifies these two rules is the following:

\text{Any phylogenetic X-tree that displays the quartet trees on the left of (Q1) or (Q2) also displays the corresponding quartet tree(s) on the right.}

Thus for a set Q of quartet trees we may form the dyadic closure of Q subject to either or both rules. More precisely, for $\theta \subseteq \{1, 2\}$, let $q_\theta$ denote the minimal set of quartet trees that contains Q and is closed under rule (Qi) for each $i \in \theta$. In practice $q_\theta(Q)$ can be obtained from Q by constructing a sequence

$Q = Q_0 \subseteq Q_1 \subseteq \ldots$

where $Q_{i+1}$ consists of $Q_i$, together with all additional quartets that can be obtained from a pair of quartets in $Q_i$ by applying the rule(s) allowed by $\theta$. Then $q_\theta(Q)$ is just $Q_i$ for the first index i for which $Q_{i+1} = Q_i$. Note that the sequence $Q_i$ is uniquely determined by Q and $q_\theta(Q)$ is the minimal subset of quartet trees containing Q that is closed under the rule(s) in $\theta$.

The construction of $q_\theta(Q)$ is useful for the following reasons. First, if Q is incompatible, we may discover this by finding a pair of contradictory quartets (of the form ab|cd, ad|bc) in $q_\theta(Q)$. Second, we may find that $q_\theta(Q)$ consists of all the quartets of a tree, from which we can thereby not only verify that Q is compatible, but easily construct a tree that displays Q. This is precisely what Dekker found for some of his trees describing the coexisting history of manuscripts.
Dekker showed that there exist quartet 'rules' of order 3 that could not be reduced to repeated applications of the two dyadic rules. Dekker also found irreducible rules of order 4 and 5, leading to the conjecture that there exist irreducible quartet rules of arbitrarily large order, a result subsequently established in Bryant and Steel (1995). Similar phenomena occur with split closure rules, for which there also exist higher order rules for combining partial X-splits, and indeed a third order rule was described by Necham (1983).

Since dyadic quartet rules are provably incomplete, why then should we bother with them? Two reasons seem compelling. First, in an area where most interesting questions are NP-complete (cf. Ng, Steel, and Wormald, 2000; Steel, 1992), computing dyadic quartet closure can, surprisingly, be carried out in polynomial-time. Second, there are now several sufficient conditions known where quartet closure will yield all the quartets of a tree. We shall describe one of these now, after recalling some terminology.

Definitions: We say that a set Q of quartet items defines a phylogenetic X-tree T precisely if T is the only phylogenetic X-tree that displays each quartet tree in Q. In this case it is easily shown that T must be fully resolved, and |Q| − (|X| − 3) ≥ 0 if in addition we have |Q| = (|X| − 3) + 0 then we say that Q is excess-free. ⊓⊔

Theorem 1. Suppose Q is a set of quartet trees and Q contains an excess-free subset that defines a phylogenetic tree T. Then ω(T) = Q(T).

The only known proof of this result, in Böcker et al. (2000), is an easy consequence of the 'patchwork' theory in Böcker (1999) and Böcker, Drees, and Dress (1995). This in turn is based on one of the most mysterious and apparently difficult results in phylogenetics, which concerns the proof an innocuous-looking yet powerful theorem: Any set Q of two or more quartet trees that is excess-free and defines a phylogenetic tree is the disjoint union of two non-empty, excess-free subsets.

In Section 2 we shall provide another sufficient condition under which dyadic quartet closure, in this case using rule (Q1), will yield all the quartets of any fully resolved tree.

1.3 The (Almost) Happy Marriage

The reader may now be wondering what, if anything, connection exists between the rules that Mecham described and those of Dekker. It turns out there is a very close (but not exact) correspondence between these operations, and to explain this we introduce some further notation.

Definitions: We say that a partial split A \^ B refines another partial split A \^ B precisely if A \subseteq A' and B \subseteq B' (or A' \subseteq A and B' \subseteq B) and we denote this by writing AB ≤ A'B'. Note that ≥ is a partial order on the set Σ(X) of all partial X-splits and if A \^ B ≤ A' \^ B but A \^ B ≠ A' \^ B then as usual we shall write A \^ B < A' \^ B. Given a set S of partial X-splits, we define the reduction of S to be the set ρ(S) of partial X-splits defined by:
We should note that a set of partial X-spits \( \Sigma \) conveys no more phylogenetic information than does its reduction. This is due to the following, easily established result: The set of phylogenetic X-trees that displays each split in \( \Sigma \) is identical to the set of phylogenetic X-trees that displays each split in \( \rho(\Sigma) \). Therefore it will be convenient for us to reduce whenever feasible to ensure that the sets of partial X-spits do not become excessively large.

**Definitions:**

For a set \( \Sigma \) of partial X-spits and \( \theta \subseteq \{1, 2\} \) let

\[
W_\Sigma(\theta) = \{ \Sigma' \subseteq \Sigma(X) : \Sigma \subseteq \Sigma' \text{ and } \Sigma' \text{ is closed under } (M_i) \text{ for all } i \in \theta \}
\]

Notice that \( W_\Sigma(\emptyset) \neq \emptyset \) since \( \Sigma(X) \in W_\Sigma(\emptyset) \), and if \( \Sigma_1, \Sigma_2 \in W_\Sigma(\emptyset) \) then \( \Sigma_1 \cap \Sigma_2 \in W_\Sigma(\emptyset) \). Thus the set \( \cap W_\Sigma(\emptyset) \) is well-defined, and it is the (unique) minimal set of partial X-spits that contains \( \Sigma \) and which is also closed under Mesheh's rules (M_i) for all \( i \in \emptyset \). Finally, let

\[
spec_{\Sigma}(\theta) := \rho(\cap W_\Sigma(\emptyset)).
\]

Thus \( spec_{\Sigma}(\emptyset) \) is the reduction of the set \( \cap W_\Sigma(\emptyset) \).

We can construct \( spec_{\Sigma}(\emptyset) \) by repeatedly applying the rules allowed by \( \emptyset \) to construct a sequence \( \Sigma = \Sigma_1 \subseteq \Sigma_2 \subseteq \cdots \) until the sequence stabilizes. At this point (or at any point along the sequence that we wish) we can then apply reduction. This construction was suggested by Mesheh (1963) and our aim here is to establish some of its useful features.

**Example 1:**

\[
\Sigma = \{(a, b), (c, d), (a, c), (a, c), (b, c), (c, d)\}.
\]

Then \( spec_{\Sigma}(\emptyset) = \{(a, b), (c, d), (a, c), (c, d)\} \).

**Example 2:**

\[
\Sigma = \{(b, f), (c, g), (b, f) (a, c), (b, c), (a, c), (a, c), (c, d)\}.
\]

Then \( spec_{\Sigma}(\emptyset) = \{(c, g), (a, b, c, d, f), (b, f) (a, c, d, g), (a, c), (b, c, c, g), (a, b, c, f)\} \).

Notice that rule (M2) has the property that the derived partial splits refine the two input partial splits. Consequently

\[
\text{spec}_{\Sigma}(\emptyset) \subseteq \Sigma.
\]

Rule (M1) does not have this property. Note also that \( \text{spec}_{\Sigma}(\emptyset) \) is not necessarily equal to \( \text{spec}_{\Sigma}(\emptyset) \) or to \( \text{spec}_{\Sigma}(\emptyset) \).

For a set \( \Sigma \) of partial X-spits, let \( Q(\Sigma) \) denote the set of induced quartet trees, defined by
A phylogenetic X-tree displays the partial X-splits in $\Sigma$ if and only if $T$ displays the quartet trees in $Q(\Sigma)$. Note that $Q(\Sigma) = \mathcal{Q}(\mathcal{Q}(\Sigma))$ and so

$$Q(\mathcal{Q}(\Sigma)) = 2^{|\varphi(\mathcal{Q}(\Sigma))|}.$$  

(1)

Given a set $E$ of quartet splits we may construct the quartet closure (under rules in $\theta$) of $Q(\Sigma)$, or we may construct the induced quartets of the split closure (under rules in $\theta$) of $\Sigma$. By either route we derive a collection of quartet trees from a collection of partial X-splits. A fundamental question in Wison are the resulting sets of quartet trees identical? In other words, when does the following diagram commute?

$$\begin{array}{ccc}
E & \overset{\mathcal{Q}}{\longrightarrow} & Q(\Sigma) \\
\mathcal{Q}(\mathcal{Q}(\Sigma)) & \overset{\varphi(\mathcal{Q})}{\longrightarrow} & \varphi(\mathcal{Q}(\Sigma))
\end{array}$$

The answer to this question is given in the following result.

**Theorem 2.** Let $\Sigma$ be a collection of partial X-splits. Then

$$\mathcal{Q}(\mathcal{Q}(\Sigma)) = \mathcal{Q}(\mathcal{Q}(\mathcal{Q}(\Sigma)))$$

for $\theta = (1)$ and $\theta = (1, 2)$. For $\theta = (2)$ we have

$$\mathcal{Q}(\mathcal{Q}(\Sigma)) \subseteq \mathcal{Q}(\mathcal{Q}(\mathcal{Q}(\Sigma)))$$

and containment can be strict.

Theorem 2 ensures that $Q(\mathcal{Q}(\Sigma))$ and $Q(\mathcal{Q}(\mathcal{Q}(\Sigma)))$ can both be computed in polynomial time, which is not obvious since $\mathcal{Q}(\mathcal{Q}(\Sigma))$ and $\mathcal{Q}(\mathcal{Q}(\mathcal{Q}(\Sigma)))$ could presumably be very large.

**Proof of Theorem 2:** First note that

$$Q(\mathcal{Q}(\Sigma)) \subseteq Q(\mathcal{Q}(\mathcal{Q}(\Sigma)))$$

by Semple and Steel (2001). And Example 2 shows that containment can be strict, for is this example we have $Q(\mathcal{Q}(\mathcal{Q}(\Sigma))) = \mathcal{Q}(\mathcal{Q}(\Sigma))$. Note that containment can be strict even when, as in Example 2, we have $Q(\mathcal{Q}(\mathcal{Q}(\Sigma))) = Q(\mathcal{Q}(\Sigma))$ for a non-$\mathcal{Q}$ defined by $\Sigma$.

Next we show that
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\[ Q(\text{spcl}(\mathcal{L}^{+})) \subseteq qcl(\mathcal{Q}(\mathcal{L}^{+})). \]

(3)

To do so, we first show that

\[ Q(\text{spcl}(\mathcal{L}^{+})) \subseteq qcl(\mathcal{Q}(\mathcal{L}^{+})). \]

(4)

Consider the sequence \( \mathcal{L} = \mathcal{L}_0, \mathcal{L}_1, \mathcal{L}_2, \ldots, \mathcal{L}_N \) of \( \text{spcl}(\mathcal{L}^{+}) \) where each \( \mathcal{L}_{i+1} \) is obtained from \( \mathcal{L}_i \) by using (M1) whenever applicable on any pair of splits in \( \mathcal{L}_i \).

We prove by induction on \( i \) that \( Q(\mathcal{L}_i) \subseteq qcl(\mathcal{Q}(\mathcal{L}_i)) \), which suffices to establish (4). For \( i = 0 \), we have \( Q(\mathcal{L}_0) = \mathcal{Q}(\mathcal{L}_0) \subseteq qcl(\mathcal{Q}(\mathcal{L}_0)) \). Suppose now that the induction hypothesis holds for \( i \) where \( 0 < i < N \). For the induction step let \( q \in Q(\mathcal{L}_{i+1}) \). Then \( q \in qcl(\mathcal{Q}(\mathcal{L}_{i+1})) \) as claimed. Thus we may suppose that \( q \in Q(\mathcal{L}_{i+1}) \subseteq Q(\mathcal{L}_i) \). In this case, referring to (M1) we may suppose, without loss of generality, that \( q \) is induced by the split \( A_i \land \overline{A}_i \cap B_i \). In this case, we may further suppose (since we assume \( q \not\in Q(\mathcal{L}_i) \)) that \( q = a_i \land b_i \), where \( a_i \in A_i \land \overline{A}_i \) and \( b_i \in B_i \). Furthermore, there exists an element \( u \in A_i \land \overline{A}_i \) for \( \text{spcl} \) to be applicable and yield \( q \), and thus \( a_i \land b_i = q \in \mathcal{Q}(\mathcal{L}_i) \). The induction hypothesis yields that \( a_i \land b_i = q \in qcl(\mathcal{Q}(\mathcal{L}_i)) \) and \( a_i \land b_i = q \in qcl(\mathcal{Q}(\mathcal{L}_i)) \). Application of (Q1) to the latter two quarters yields \( q = a_i \land b_i \in qcl(\mathcal{Q}(\mathcal{L}_i)) \), which establishes the induction step and thereby the proof of (4).

We now establish the reverse inclusion, namely:

\[ qcl(\mathcal{Q}(\mathcal{L}^{+})) \subseteq \text{spcl}(\mathcal{Q}(\mathcal{L}^{+})). \]

(5)

Consider the sequence of quarter sets \( \mathcal{Q}(\mathcal{L}) = \mathcal{Q}_0, \mathcal{Q}_1, \ldots, \mathcal{Q}_N = \text{spcl}(\mathcal{Q}(\mathcal{L}^{+})) \), where each \( \mathcal{Q}_{i+1} \) is obtained from \( \mathcal{Q}_i \) by using (Q1) whenever applicable on any pair of nonempty sets in \( \mathcal{Q}_i \).

We prove by induction on \( i \) that \( \mathcal{Q}_i \subseteq qcl(\mathcal{Q}(\mathcal{L}^{+})) \), thus establishing the theorem. For \( i = 0 \), we have \( \mathcal{Q}_0 = \mathcal{Q}(\mathcal{L}^{+}) \subseteq qcl(\mathcal{Q}(\mathcal{L}^{+})) \). Now suppose that the induction hypothesis holds for some \( i \) where \( 0 < i \leq N \). Let \( q \in \mathcal{Q}_{i+1} \). If \( q \in \mathcal{Q}_i \), then \( q \in qcl(\mathcal{Q}(\mathcal{L}^{+})) \) as claimed, so we may assume that \( q \not\in \mathcal{Q}_i \) and \( q \not\in \mathcal{Q}_i \).

In this case, without loss of generality, \( q = a \land b \) and there is some \( x \) and two quarter trees \( q_i = a_i \land b_i \) such that \( q \in \mathcal{Q}_i \), so that one application of (Q1) yields \( q \). By the induction hypothesis, \( q \in \mathcal{Q}(\mathcal{L}^{+}) \). Let \( n_1 = (a_1, a_2, a_3, \ldots, a_i) \in \mathcal{Q}(\mathcal{L}^{+}) \) be a split from which \( q \) is derived, and let \( n_2 = (a_1, a_2, a_3, \ldots, a_i, d, e, f, g, h, k, l, m, n) \in \mathcal{L}^{+} \) be a split from which \( q \) is derived. Note that \( n_1 \not\in n_2 \). By (Q1), \( q \in \mathcal{Q}_{i+1} \). Application of (M1) to \( n_1 \) and \( n_2 \) yields \( n_3 \in \text{spcl}(\mathcal{L}^{+}) \) where

\[ n_3 = (n_1, n_2(n_i, \ldots, n_m)) \in (d_1, d_2, \ldots, d_k, e_1, e_2, \ldots, e_l, f_1, f_2, \ldots, f_m). \]

Since \( q \in \mathcal{Q}(n_3) \subseteq qcl(\mathcal{Q}(\mathcal{L}^{+})) \), this establishes (5). And combining (4) and (5) establishes (3).
We now show that
\[ Q(\text{spec}_{\lambda}L(E)) = \text{spec}_{\lambda}L(Q(E)) \tag{6} \]
To do so we first establish that
\[ \text{spec}_{\lambda}L(Q(E)) \subseteq Q(\text{spec}_{\lambda}L(E)). \tag{7} \]
Construct a sequence of quasi-cyclic sets \( Q_i E = Q_0, Q_1, \ldots, Q_N = \text{spec}_{\lambda}L(Q(E)) \)
where \( Q_{i+1} = \text{spec}_{\lambda}(Q_i) \), and where
\[ p(i) = \begin{cases} 1 & \text{if } i \text{ is odd} \\ 0 & \text{if } i \text{ is even} \end{cases} \]
We use induction to show that for each \( i \) we have \( \text{spec}_{\lambda}(Q_i) \subseteq Q(\text{spec}_{\lambda}L(E)) \).
The case \( i = 0 \) is clear, and the inductive step for \( i + 1 \) follows the argument used to establish (5), while the inductive step for \( i \) even follows the argument used in Simple and Steel (2001) to establish (2).
It remains to establish the reverse inclusion, namely
\[ Q(\text{spec}_{\lambda}L(E)) \subseteq \text{spec}_{\lambda}L(Q(E)). \tag{8} \]
Consider the sequence \( S = \{ Y_0, Y_1, \ldots, Y_N \} \) of sets, where each \( Y_{i+1} \) is obtained from \( Y_i \) by using (M1) and (M2) whenever applicable on any pair of splits in \( Y_i \).
We use induction on \( i \) to show that \( Q(Y_i) \subseteq \text{spec}_{\lambda}L(Q(Y_i)) \) holds for any \( i \) between 0 and \( N \), thus establishing the claim. For \( i = 0, Y_i = L; \) and so \( Q(Y_i) \subseteq \text{spec}_{\lambda}L(Q(Y_i)) \). Now suppose that the induction hypothesis holds for \( i \) where \( 0 \leq i < N \). For the inductive step let \( q \in Q(Y_{i+1}) \). If \( q \in Q(Y_i) \) then \( q \in \text{spec}_{\lambda}L(Q(Y_i)) \), as claimed, so we may suppose that \( q \in Q(Y_{i+1}) \setminus Q(Y_i) \).
Now \( q \) can only have been derived by either using (M1), in which case we refer to the argument used to establish (4) to show that \( q \in \text{spec}_{\lambda}L(Q(Y_i)) \subseteq \text{spec}_{\lambda}L(Q(Y_{i+1})) \), or by using (M2), which we consider now. For \( \text{spec}_{\lambda}L_{n+1} \) to be applicable on \( Y_i \) and yield \( q \) there exist two splits \( c_1 = A_1B_1 \) and \( c_2 = A_2B_2 \) with \( c_1 \in Y_i \) and elements \( y, z \), with \( z \in A_1, A_2, y \in A_2, B_1, z \in B_2 \) as well. Furthermore, without loss of generality, \( q = a_1b_1b_2 \), where \( a_1 \in A_1 - A_2 \) and \( b_1, b_2 \in B_1 \). Note that \( x, y, z \) are distinct, since otherwise \( c_1 \) or \( c_2 \) would contain an identical element on both sides of the split. Also note that \( x \neq a_1 \).

The following cases arise:

1. \( q \in A_2 \)
2. \( y \notin \{ b_1, b_2 \} \)
   - Consider the quartet \( q_2 = a_1b_1b_2 \), \( q_3 = a_1b_1b_2 \), \( q_4 = yz \), obtained from \( e_1 \) and \( e_2 \) and also the quartet \( q_5 = a_1yzb_2 \). By the induction hypothesis, \( q_2, q_3, q_4 \subseteq \text{spec}_{\lambda}L(Y_i) \). Application of (Q2) on \( \{ q_2, q_3 \} \) produces \( q_6 = a_1yzb_2 \), \( q_7 = a_1b_1b_2 \), respectively, and one application of (Q1) on \( \{ q_3, q_4 \} \) yields \( q_8 = a_1yzb_2 \). Finally, an application of (Q1) on \( \{ q_2, q_5 \} \) yields \( q = a_1b_1b_2 \).
1.4 The Extended Family: Characters and Trees

The operations described above, on partial X -splits and on quartet trees, are not confined to the seemingly specialized inputs. Indeed, they apply easily to more familiar phylogenetic objects—namely characters and trees. We pause to describe this connection here as it will be useful in Section 4.

Given a sequence \( C = \{x_1, \ldots, x_k\} \) of partitions of \( X \), which we shall refer to as (qualitative, unordered) characters, one can associate with \( C \) a set \( \Sigma(C) \) of partial X -splits and a set \( Q(C) \) of quartet trees, defined as follows:

\[
\Sigma(C) = \{ A : A, B \subseteq x_i, \text{ for some } i \in \{1, \ldots, k\} \},
\]

\[
Q(C) = \Sigma(Q(C)).
\]

Similarly, given a collection \( P \) of phylogenetic X -trees on overlapping leaf sets, we may associate a set \( \Sigma(P) \) of partial X -splits and a set \( Q(P) \) of quartet trees, defined as follows:

\[
\Sigma(P) = \cup_{p \in P} \Sigma(T), \text{ and } Q(P) = \cup_{p \in P} Q(T).
\]

The following result (Steel, 1992) shows that the phylogenetic compatibility of characters (or of trees with overlapping leaf sets) can be completely transformed into questions involving either partial X -splits or quartet trees.

Proposition 1. Let \( T \) be a phylogenetic X -tree, \( C \) a collection of characters on \( X \), and \( P \) a collection of phylogenetic trees whose leaf sets are subsets of \( X \). The following are equivalent:

- \( T \) displays the characters in \( C \) (respectively the trees in \( P \)).
- \( T \) displays the partial X -splits in \( \Sigma(C) \) (respectively the partial X -splits in \( \Sigma(P) \)).
- \( T \) displays the quartet trees in \( Q(C) \) (respectively the quartet trees in \( Q(P) \)).
2 Meacham's First Rule Yields All Quartets from a Generous Cover

In this section we show that a sufficiently 'rich' subset of quartets from a fully resolved phylogenetic tree $T$ suffices for the reconstruction of $T$ by the quartet rule (Q1). We begin by introducing some terminology.

For any two vertices $x, y$ of an $X$-tree $T$, let path set $P(x, y) = \{z - v_1, v_2, \ldots, v_t - y\}$ denote the set of all vertices traversed by the path from $x$ to $y$ in $T$ and let length $l(x, y) = |P(x, y)| - 1$ denote the number of edges traversed by this path. The path between two inner vertices $u, v$ of a phylogenetic tree $T$, is said to be distinguished by a resolved quartet tree object precisely if $P(u, v) \cap P(x, y) = \{u\}$ and $P(x, y) \cap P(u, v) = \{y\}$. A collection $Q$ of quartet trees is a generous cover of $T$ if $Q \subseteq Q(T)$ and if, for all pairs of interior vertices $(u, v)$ of $T$, there exists a quartet tree object $Q$ that distinguishes the path uv.

In Moncel and Steel (2003) it was shown that if $Q$ is a generous cover of $T$ then $T$ is the only tree that displays $T$ and, furthermore, $T$ can be reconstructed from $Q$ by a polynomial-time algorithm. The aim of this section is to show a further result, namely that if $Q$ is a generous cover of $T$ then $qcl_1(Q) = Q(T)$. First, however, we establish a definition and two lemmas.

**Definition:** An unordered pair $\{x, y\}$ of distinct leaves of a tree are said to form a cherry precisely if $x$ and $y$ are adjacent to a common vertex.

**Lemma 1.** Let $Q \subseteq Q(T)$ be a generous cover for a binary phylogenetic $X$-tree $T$ and $\{x, y\}$ be a cherry of $T$. Then $\{x, y\} \in qcl_1(Q)$ for all $a, b \in X - \{x, y\}$.

**Proof.** For any $a, b \in X - \{x, y\}$, consider the path uv uniquely distinguished by the quartet tree object with vertex $u$ adjacent to $\{x, y\}$ as in Figure 2.

![Fig. 2. Quartet zyliodo distinguishes path uv.](image-url)
Let the distinguished path length $d_{p}(a, b) := l(u, v)$ for this path $uv$ and let $d_{T}(a, b) := \max \{d_{p}(a, b), a, b \in X \setminus \{x, y\}\}$. Consider the three subtrees of $T$ that would be derived by deleting vertex $v$. Let $T_{a}$ be the subtree of $T$ pendant to $v$ containing $a$. We show that $\delta_{12} \in \text{qcl}_{1}(Q)$ by applying induction on $\Delta(a, b) := d_{T}(a, b) - d_{T}(a, b_{a})$. For $\Delta(a, b) = 0$, $(a, b)$ forms a cherry and due to the generous cover property of $Q$, $zya \in \epsilon_{1} \subseteq \text{qcl}_{1}(Q)$. Suppose now that the result holds whenever $\Delta(a, b_{a}) = k$. Then, for $\Delta(a, b) = k + 1$, since $Q$ is a generous cover there exists $a_{0} \in T_{a}, b_{0} \in T_{b} : zyx\epsilon_{a_{0}} \in \epsilon_{1}$. We consider the following cases:

1. $a = b_{0}, b = b_{0}$.
   In this case $zya \epsilon_{a_{0}} \in \epsilon_{1} \subseteq \text{qcl}_{1}(Q)$ as claimed.

2. $a = a_{0}, b = b_{0}$.
   Since $\Delta(a, b_{a}) \leq k$, the induction hypothesis implies that $zya \epsilon_{b_{0}} \in \text{qcl}_{1}(Q)$. Furthermore, $zya \epsilon_{a_{0}} = zya \epsilon_{b_{0}} \in \text{qcl}_{1}(Q)$ and thus $zya \epsilon_{b_{a}} \in \text{qcl}_{1}(\{zya \epsilon_{a_{0}}, zyx\epsilon_{b_{0}}\}) \subseteq \text{qcl}_{1}(Q)$.

3. $a \neq a_{0}, b \neq b_{0}$.
   Symmetry argument to case (ii).

4. $a \neq a_{0}, b = b_{0}$.
   As $\Delta(a, b_{a}) \leq k$, the induction hypothesis implies that $zya \epsilon_{b_{0}} \in \text{qcl}_{1}(Q)$. Similarly, $zya \epsilon_{a_{0}} \in \text{qcl}_{1}(Q)$. So $zya \epsilon_{a_{0}} \in \text{qcl}_{1}(\{zya \epsilon_{b_{0}}, zyx\epsilon_{b_{0}}\})$ and thus $zya \epsilon_{b_{a}} \in \text{qcl}_{1}(\{zya \epsilon_{a_{0}}, zyx\epsilon_{b_{0}}\}) \subseteq \text{qcl}_{1}(Q)$.

Thus, in all possible cases $zya \epsilon_{b_{a}} \in \text{qcl}_{1}(Q)$, which completes the proof of Lemma 1.

Fig. 6. Transition from $T$ to $T' = T \setminus X$. (x) deletes $x$ and suppresses $z$. 

\[ x = a \]
\[ y = b \]
\[ u = c \]
\[ v = d \]
Lemma 2. Let $Q \subseteq Q(T)$ be a generic cover for a binary phylogenetic tree $T$ and let $(x, y)$ be a cherry of $T$. Then $q_{1}(Q)$ is a generic cover for $T' = T \setminus \{x, y\}$.

Proof. Let $a, b, c, d$ be any interior vertices of $T'$. Since $Q$ is a generic cover, there exists a quartet $xybc \in Q$ that distinguishes the path $ac$ (cf. Fig. 4). Now, either $x \not\in \{a, b, c, d\}$, in which case we are done, or, without loss of generality, $x = a$. Note that then $y \not\in \{b, c, d\}$. And since $xybc \in Q \subseteq q_{1}(Q)$ and, by Lemma 1, $xyab \in q_{1}(Q)$, the quartet tree $xybc \in q_{1}(Q)$ distinguishes us independently of $x$, thus establishing Lemma 2.

Theorem 3. Let $T$ be a binary phylogenetic tree and suppose that quartet set $Q \subseteq Q(T)$ is a generic cover. Then $q_{1}(Q) = Q(T)$.

Proof. We use induction on $|X|$. For $|X| = 1$, $q_{1}(Q) = Q(T)$ as needed. For $|X| = k + 1$ choose any cherry $(x, y, z)$ of $T$. By Lemma 2, $q_{1}(Q)$ contains a subcet $Q_x$ that is a generic cover of $T \setminus \{x, y, z\}$. By the induction hypothesis therefore $Q(T \setminus \{x, y, z\}) = q_{1}(Q_x)$. Similarly, $q_{1}(Q)$ contains a subcet $Q_y$ that is a generic cover of $T \setminus \{x, y\}$ and so $Q(T \setminus \{x, y\}) = q_{1}(Q_y)$. Finally, Lemmas 1 and 2 yield that $Q_{xy} = \{xyab, xzcd, yzbc\} \subseteq q_{1}(Q)$. Now,

$$Q(T) = Q(T \setminus \{x, y\}) \cup Q(T \setminus \{x, z\}) \subseteq q_{1}(Q_x) \cup q_{1}(Q_y) \cup q_{1}(Q),$$

$$\subseteq q_{1}(Q_x) \cup q_{1}(Q_y) \cup q_{1}(Q_x) \cup q_{1}(Q_y) \subseteq q_{1}(Q),$$

$$\subseteq q_{1}(Q).$$

hence $Q(T) = q_{1}(Q)$ as is required to establish the induction step.

Note that the converse of Theorem 3 is not true, as in Example 1 where $Q(T)$ is not a generic cover of the tree $T$ on five leaves defined by $\{2, 3\}$, yet $q_{1}(Q(\Sigma)) = Q(T)$.

3 An Application to Phylogenetic Enumeration

It is well known that a necessary, but not sufficient, condition for a set $Q$ of quartet trees to define a fully resolved phylogenetic $X$-tree $T$ is the following: each interior edge of $T$ must be distinguished by at least one quartet. Consequently we must have $|Q| \geq n - 3$, where $n = |X|$. Consider the case where we have a set $Q$ of size $n - 3$. A natural question is how many fully resolved phylogenetic trees have the property that each of their interior edges is distinguished by $Q$. When $n \leq 5$ this number can be at most $i$, but when $n = 6$ this number can be $2$ (an example is provided by the set $Q = \{12, 23, 34, 25, 56, 14\}$).
Theorem 4. Suppose \( Q \) is a set of \( q \) quartet trees of size \( n-2 \), where \( n \) is the size of the set \( X \) of leaf labels of \( Q \). Let \( d(Q) \) denote the set of fully resolved phylogenetic \( X \)-trees for which each interior edge is distinguished by exactly one quartet tree in \( Q \). Then

\[
\log_q d(Q) \leq n - 3 - \frac{4(n-3)}{n}
\]

Proof. For each element \( x \in X \) let \( n(x) \) denote the number of quartet trees in \( Q \) that have leaf \( x \). Consider the set of pairs \( (c, x) \) where \( c \in Q \) and \( x \) is a leaf of \( c \). Counting the set in the two obvious ways, we obtain \( \sum_{c \in Q} n(c) = d(Q) = 4(n-3) \), and so the average value of \( n(x) \) over all choices \( x \in X \) is exactly \( 4(n-3)/n \). Consequently there exists an element \( y \in X \) that lies in at least \( r := \lfloor 4(n-3)/n \rfloor \) quartet trees from \( Q \). Now, for the set \( Q' \) consisting of the \( n-3-r \) quartet trees in \( Q \) that do not contain leaf \( y \), let us replace each quartet \( q \) aliased by either \( S_1(q) := \{a_0, a_1, a_2, y\} \) or \( S_2 := \{a_0, a_1, b_0, c_0\} \). For each map \( \tau : Q' \to \{1, 2\} \) consider the collection

\[
Q[\tau] := (Q - Q') \cup \bigcup_{q \in Q} S_{\tau(q)}(q)
\]

We claim that there exists a bijection

\[
\beta : d(Q) \to \{\tau : Q' \to \{1, 2\} : Q[\tau] \text{ is compatible}\}
\]

This bijection associates to each phylogenetic \( X \)-tree \( T \) in \( d(Q) \) the map \( \tau : \mathcal{C} \to \{1, 2\} \). Consider a quartet tree aliased in \( Q' \). Since aliased distinguishes some interior edge, say \( e = (u, v) \), then leaf \( y \) is connected to precisely one of \( u, v \) in the forest obtained from \( T \) by deleting \( e \) and \( v \). If \( y \) is connected to \( e \), then \( \tau(e) = 1 \), otherwise \( \tau(e) = 0 \). Note that \( Q[\tau] \) is compatible, since each quartet tree in \( Q[\tau] \) is displayed by \( T \), hence the function \( \beta \) that we have just described is well defined. To see that \( \beta \) is one-to-one, suppose that \( \beta(T_1) = \beta(T_2) = \tau \). Then \( T_1 \) and \( T_2 \) both display all the quartet trees in \( Q[\tau] \). Furthermore, each quartet tree in \( Q[\tau] \) contains leaf \( y \), and \( Q[\tau] \) distinguishes every interior edge of \( T \). Thus, by Lemma 3, \( T_1 = T_2 \) and so \( \beta \) is one-to-one, as claimed. Finally, \( \beta \) is onto, since if \( \tau : Q' \to \{1, 2\} \) has the property that \( Q[\tau] \) is compatible then if \( T \) is a tree that displays \( Q[\tau] \) then \( T \) displays each quartet tree in \( Q[\tau] \) this follows by applying \( (Q[\tau]) \) any tree that displays \( S_1(q) \) (or \( S_2(q) \)) also displays \( q \).
The existence of the bijection $\beta$ immediately implies that
\[
\log_2 |d(Q)| \leq \log_2 |(r+1: Q \rightarrow \{1, 2\})| = |Q| - n - 3 - r
\]
which establishes the theorem.

4 Tree Construction In Homoplasy-Free Evolution

Markov models are now standard for modeling the evolution of aligned genetic sequence data. These models are routinely used as the basis for phylogenetic tree construction using techniques such as maximum likelihood (cf. Swoford et al., 1996). In these models the state space (the set of possible values each character can take) is typically small; for DNA sequence data it is 4, but occasionally 2 for purine-pyrimidine data, or 20 for amino acid sequences. For such models the subsets of the vertices of a phylogenetic tree $T$ that are assigned to particular states do not generally form connected subtrees of $T$ (in biological terminology this is because of 'homoplasy,' which is the evolution of the same state more than once in the tree).

4.1 The Random Cluster Model

Recently, there is increasing interest in genomic characters such as gene order where the underlying state space may be very large (cf. Gallut and Barroil, 2002; Moret et al., 2001; Moret et al., 2002; and Rokas and Holland, 2000). For example, the order of $k$ genes in a signed circular genome can take any of $2^k(k-1)!$ values. In these models however there is a change of state (e.g., a reshuffling of genes by a random inversion of a consecutive subsequence of genes), it is likely that the resulting state (gene arrangement) is a unique evolutionary event, arising for the first time in the evolution of the gene under study. Indeed Markov models for genome rearrangement such as the (generalized) Nadeau-Taylor model (cf. Moret et al., 2002; Nadeau and Taylor, 1984) consider a high probability that any given character generated is homoplasy-free on the underlying tree, provided the number of genes is sufficiently large relative to $|X|$ (Semple and Steel, 2003). In this setting the random cluster model is the appropriate (limiting case) model, and may be viewed as the phylogenetic analogue of what is known in population genetics as the 'infinite alleles model' of Kimura and Crow (1964).

We now consider the following random process on a phylogenetic tree $T$. For each edge $e$ let us independently either cut this edge with probability $p(e)$ or leave it intact. The resulting disconnected graph (forest) $G$ partitions the vertex set $V(T)$ of $T$ into non-empty sets according to the equivalence relation that $u \sim v$ if and only if $u$ and $v$ are in the same component of $G$. This model thus generates random partitions of $V(T)$, and thereby of $X$ by connectivity.

In this way we can generate a character on $X$, as illustrated in Fig. 5, or
more generally, a sequence $C$ of independently-generated characters. Following Mooen and Stedl (2003), we can result in a probability distribution on partitions of $X$ the random cluster model with parameters $(T, p)$ where $p$ is the map $a \mapsto p(a)$.

Fig. 5. Cutting the marked edges yields the character $\{a,b,d,e,\phi(d),f,\phi(f)\}$.

Mooen and Stedl (2003) show that the number of characters required to correctly reconstruct a fully resolved tree with $n$ leaves grows at the rate $\log(n)$ provided the range of $p$ is constrained to lie between any two fixed values that are less than 0.5. Here we use simulations to investigate how much phylogenetic information can be accessed using the various dyadic closure rules, when characters evolve according to this model.

4.2 Quantitative Closure Gains

For a compatible set $Q$ of quartet trees, let

$$\text{cl}(Q) = \bigcap_{Q(T) \supseteq Q} Q(T)$$

where $\text{col}(Q)$ is the set of phylogenetic trees that display each of the trees in $Q$. Thus cl(Q) consists of precisely those quartet trees that are displayed by every phylogenetic tree that displays $Q$, and so $\text{ccl}(Q) \supseteq \text{ccl}(Q) \supseteq \text{ccl}(Q) \supseteq \text{ccl}(Q) \supseteq \cdots$ for all subsets of $Q$.

This set $\text{cl}(Q)$ is called the closure of $Q$ and it has the property that $|\text{cl}(Q)| = |Q|$ precisely when $Q$ defines $T$. No polynomial-time algorithm is known for computing the closure of a set of quartets, whereas the dyadic closure can clearly be computed in polynomial-time.

This situation poses interesting questions in the random cluster model that have practical consequences. For a sequence $C$ of characters generated
independently under the random cluster model, consider the induced set $Q = \{Q\}$ of quartet trees (as described in Section 1.4). How large are $Q = \{Q\}$, $q_{01}(Q), q_{02}(Q), q_{12}(Q)$ on average in relation to $\overline{d}(Q)$; i.e., how many ‘forced’ quartet relationships can be derived using only quartet rules of order two? And, similarly, how does the size of these sets compare to the number of all quartets $\binom{\binom{\binom{3}{2}}{2}}{2}$ derivable from the original tree? 

To gain insight, the random cluster model was simulated on 8-leaf trees and sets of quartets $Q = \{Q\}$ were derived from the resulting characters. The parameters used were tree shape, number of characters $k$, and the common value of edge-cutting probability $p_e(x)$.

![A bushy tree shape](image)

![A caterpillar tree shape](image)

**Fig. 6.** Two extreme tree shapes on eight leaves used for random cluster model simulation: (a) a bushy tree shape, with minimal length for the longest inner path; (b) a caterpillar tree shape, with maximal length of the longest inner path.

We first simulated the model on trees having the bushy tree shape in Fig 6(a). We then averaged the results of 500 runs of the random cluster model for each set of parameter values. Each run gave a set of 4 characters $C$ and the quartet sets $Q = \{Q\}$, $q_{01}(Q), q_{02}(Q), q_{12}(Q), q_{012}(Q))$, $q_{123}(Q)$ and $\overline{d}(Q)$, where $q_{012}(Q) = \overline{q}_{012}(\Sigma Q)$ with $\Sigma Q = \binom{\{a,b\}}{2} \cup \{ab\} \in Q$ in line with Proposition 1). From these quartet sets we computed the following values:

- $Q$: For $Q$ and $q_{012}(Q), q_{012}(Q), q_{012}(Q), q_{012}(Q), q_{012}(Q), q_{012}(Q)$.
- $\overline{d}(Q)$: For $\overline{d}(Q)$ and $\overline{d}(Q)$.
- $\overline{d}(Q)$: For $\overline{d}(Q)$ and $\overline{d}(Q)$.

These values for the bushy tree shape on eight leaves, using 16 (respectively 32) characters, are shown graphically for varying $p_e(x)$ in the range $[0, \ldots, 0.5]$ (in steps of 0.01) in Fig. 7(a) (respectively Fig. 7(b)).

Furthermore, the number of quartets in each of the sets $Q$, $q_{012}(Q), q_{012}(Q), q_{012}(Q))$, $q_{012}(Q)$ and $\overline{d}(Q)$ was put in relation to the total number of quartets obtainable from the original tree, yielding the values:
Fig. 7. Above Figures show the result of a random cluster model simulation on a busky tree on 8 leaves yielding 16 (respectively 32) characters.
These values for the bushy tree shape on eight leaves, using 16 (respectively 32) characters are shown graphically for varying \( p(e) \) in the range \([0, \ldots, 95]\) (in steps of \(0.5\)) in Fig. 7(c) (respectively Fig. 7(d)). Interestingly, the resulting values do not depend very much on tree shape since similar simulations on the caterpillar type tree (Fig. 6(b)) on eight leaves and a completely random tree on eight leaves yielded a very similar result.

Quantifying the result from Theorem 2 that \( q \in [0, 0.5] \subseteq Q(q_{cl}(Q,E)) \) and containment can be strict, the simulation shows that the value

\[
\tau = \frac{q_{cl}(Q,E)}{q_{cl}(Q)}
\]

is larger than 95 on average in this setting. Its curve against \( p(e) \) has a distinctive V-shape as shown in Fig. 8.

(a) The ratio \( \tau \) for the case \( k = 16 \).
(b) The ratio \( \tau \) for the case \( k = 32 \).

Fig. 8. The ratio \( \tau \) is graphed against \( p(e) \) as a random cluster model simulation with parameters: bushy tree shape, 8 leaves, quartets derived from \( k \) characters, 500 runs.

Note that in this simulation, the values \( q_{cl}(Q,E) \) and \( q_{cl}(Q) \) are so close that they are indistinguishable in Fig. 7(c) and Fig. 7(d). This indicates that \( q_{cl}(Q,E) \) is very close to 1 as is visible in Fig. 7(a) and Fig. 7(b), and thus the vast majority of quartets is already gained by \( q_{cl}(Q) \). To explore this phenomenon further, we recorded the values of \( q_{cl}(Q,E) \) separately, depending on whether \( Q \) defines a tree or not. These values are depicted in Fig. 9(a) (respectively Fig. 9(b)) for 16 (respectively 32) characters along with the average number of cases in which \( Q \) defines a tree. We found that in the majority of cases where \( Q \) did not define
a tree, \( q Q \) = cl(Q), but occasionally \( q Q \) \( \neq \) cl(Q), as expected by the comments in Section I.2. However, an observation that was made consistently in all conducted simulations is that whenever \( Q \) defines a tree, \( q Q \) yields all the quartets of this tree, i.e., \( q Q = \) cl(Q). But in general this equality need not hold for a set \( Q \) that defines a tree (Steel, 1993). A further observation is that the average size of the quartet sets \( Q \) that define a tree decreases with \( p(e) \) (results not shown).

![Diagram](image-url)

Fig. 9. This plots the ratio of the size of the labeled quartet sets to the size of all quartets of the original tree. Furthermore, the average fraction of cases where \( Q \) defines a tree is depicted and labeled "Q defines T".

4.1 Phylogenetic Information Content

Finally, we investigate a measure for the information content of characters described by Semple and Steel (2002). For a single character \( \chi \), a natural measure for the phylogenetic information content \( I \) of \( \chi \) is the following:

\[
I(\chi) = -\log(prop(\chi))
\]

where \( prop(\chi) \) is the proportion of fully-resolved phylogenetic \( X \)-trees for which \( \chi \) is homoplasies-free. At the two extremes, when \( \chi \) partitions \( X \) into singleton sets, or when \( \chi \) has just one set (namely \( X \)), we have \( I(\chi) = 0 \), since then every tree is homoplasies-free under \( \chi \). Similarly, for a compatible set of characters \( C = \{ \chi_1, \ldots, \chi_n \} \), we can define

\[
I(C) = -\log(prop(C))
\]

where \( prop(C) \) is the proportion of fully-resolved phylogenetic \( X \)-trees \( T \) on which each \( \chi \in C \) is homoplasies-free.
Example 3. Assume

$$x_1 = [1, 2, [4, 6], [3, 6]]$$
$$x_2 = [1, 4, [1, 6], [1, 5]]$$
$$x_3 = [[5, 4], [2, 3], [1, 4]]$$
$$x_4 = [[5, 6], [1, 3], [2, 4]]$$

with $C_1 = \{\chi_1, \chi_2, \chi_3\}$ and $C_2 = \{\chi_1, \chi_2, \chi_4\}$. Then $\varphi_{\mu}(x_1) = 35/105$ and $f(x_i) = -\log(35/105)$ for all $i \in \{1, 2, 3, 4\}$. On the other hand, $\varphi_{\mu}(C_2) = 2/105$ and $I(C_2) = -\log(2/105)$, whereas $\varphi_{\mu}(C_2) = 1/105$ and $I(C_2) = -\log(1/105)$. 

Fortunately, for a single character, $I(C)$ can easily be computed directly (without having to enumerate all trees to obtain the proportion, in polynomial time (Theorem 2 of Carter et al., 1989; see also Theorem 4.2 of Semple and Steel, 2003). But for a set $C$ of characters, determining $\varphi_{\mu}(C)$ is at least as hard as determining whether a set of quartets defines a phylogenetic tree.

This is illustrated in Example 2, where $C_1$ and $C_2$ both contain characters equivalent to three quartet trees, yet only $C_1$ defines a phylogenetic tree and thus $I(C_1) \neq I(C_2)$. The combinatorial complexity of determining whether a compatible set of quartet trees defines a phylogenetic tree is still open (Semple and Steel, 2003).

For $C = \{\chi_1, \ldots, \chi_k\}$, consider $I_{\text{expected}}(C) = \sum_{\chi \in C} I(\chi)$, which can easily be computed in polynomial time. For a fully resolved phylogenetic $X$-tree $T$, selected uniformly at random from the set of all such trees, if the events (for $i = 1, \ldots, k$) defined by $E_i = \{T$ displays $\chi_i\}$ are independent (in the statistical sense), then $I(C) = I_{\text{expected}}(C)$. In general, however, $I(C) \neq I_{\text{expected}}(C)$ and it is of interest to compare $I(C)$ with $I_{\text{expected}}(C)$ when $C$ is generated under the random cluster model.

Figure 10(a) and 10(b) depict the values of $I(C)$ and $I_{\text{expected}}(C)$ in some random, cluster model setting described in the previous section and shown in Fig. 7 for 16 (respectively 32) characters. The results suggest that $I_{\text{expected}}(C)$ tends to overestimate $I(C)$ (i.e., the events $E_i$ are positively correlated), and that $I_{\text{expected}}(C)$ is only close to $I(C)$ when $p(e)$ is close to either 0 or 1.
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Fig. 10. Figures (a) and (b) depict the values of \( I(C) \) and \( L_{\text{average}}(C) \) as discussed in Section 6.3.
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