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#### Abstract

In this paper, we formulate six different resolutions of a continuous-time approximation of the Wright-Fisher sample genealogical process. We derive Markov chains for the six different approximations in the spirit of J.F.C. Kingman. These Markov chains are essential for inference methods. Two of the resolutions are the well-known $n$-coalescent and the lineage death process due to Kingman. Two other resolutions were mentioned by Kingman and Tajima, but never explicitly formalized. Another two resolutions are novel, and embed the genealogical objects of Kingman and Tajima into a general framework via the theory of lumped Markov chains. We show that any sample genealogical Markov chain is amenable to Kingman's $n$-coalescent approximation if it has the lineage death chain as its lumped Markov chain. We formulate a lumped $n$-coalescents graph that embodies multiple $n$-coalescent resolutions of the underlying sample genealogical process and leads to computationally efficient inference.


## 1 Introduction

Kingman's $n$-coalescent [15, 14 ] is a process of central importance in mathematical population genetics. The $n$-coalescent is a continuous-time Markov chain formulation for a limiting approximation of the genealogical history of a labeled sample of size $n$ from a Wright-Fisher population [7, 32] of a large and constant size $N$. The state space of the $n$-coalescent is $\mathbb{C}_{n}$, the set of all set partitions of the label set $\mathfrak{L}=$ $\{1,2, \ldots, n\}$. At time zero, the $n$ integer labels in $\mathfrak{L}$ are all in separate "blocks." As time $t$ advances into the past, each transition that allows two blocks merging into a single block happens at rate one, until the process reaches a terminal state in which all integer labels are together. If one considers just the discrete skeleton or the embedded jump chain of this Markov chain, then at each time step one picks two blocks of the partition at random and merges them together, until there is just a single block after $n-1$ time steps.

In this paper, we consider six variants or genealogical resolutions of this coalescent process. They are briefly introduced below.

- The vintaged and labeled $n$-coalescent $\left\{B^{\uparrow}(t)\right\}$ of $\S 3.1$ is the same as the process described above except that, at all times, each block of the partition has an associated number called the vintage, which records the time step or coalescent epoch in which the block was created. Its state space $\mathbb{B}_{n}$ is an augmentation of $\mathbb{C}_{n}$ with coalescent vintage tags. This is the Kingman-Tajima $n$-coalescent.
- The unvintaged and labeled $n$-coalescent $\left\{C^{\uparrow}(t)\right\}$ of $\S 3.2$ is obtained from $\left\{B^{\uparrow}(t)\right\}$ by dropping the vintage. This is the standard Kingman's $n$-coalescent. Every sequence of states in $\mathbb{C}_{n}$ that is visited by this process is an element of $\mathcal{C}_{n}$, the set of $n$-coalescent sequences or $c$-sequences. A $c$-sequence induces a ranked, rooted, binary tree with leaves labeled by $\mathfrak{L}$ as defined in 2.1 and depicted in Figure 3 .
- The vintaged and sized $n$-coalescent $\left\{D^{\uparrow}(t)\right\}$ of $\S 3.3$ is obtained from $\left\{B^{\uparrow}(t)\right\}$ by keeping track only of the vintage and the size of each block of the partition, and dropping the integer labels $1,2, \ldots, n$. Its state space $\mathbb{D}_{n}$ is an ordered integer partition.
- The vintaged and shaped $n$-coalescent $\left\{G^{\uparrow}(t)\right\}$ of $\S 3.4$ is obtained from $\left\{D^{\uparrow}(t)\right\}$ by keeping track only of the vintages of the blocks at each time step, and throwing away the sizes of the blocks. The state space $\mathbb{G}_{n}$ is contained in the vertices of the hypercube $\{0,1\}^{n-1}$. The sequence of states visited by this process gives Tajima's evolutionary relationships [28, Figures 1-4], which resolve genealogical histories up to ranked, rooted, binary tree shapes as defined in 2.1 and depicted in Figure 3. This is Tajima's $n$-coalescent.
- The unvintaged and sized $n$-coalescent $\left\{F^{\uparrow}(t)\right\}$ of $\S 3.5$ is obtained from $\left\{C^{\uparrow}(t)\right\}$ by just keeping track of how many blocks there are of each size. This process is also known as the label-killed $n$-coalescent [15, (5.2)] or unlabeled $n$-coalescent [23] or family-size process [13, 30, p. 136-137] on $\mathbb{F}_{n}$, the integer partitions of $n$.
- The pure death process $\left\{H^{\uparrow}(t)\right\}$ of $\S 2.2 .2$ is obtained from any of the other five processes above by just keeping track of the number of blocks or the number of ancestral sample lineages in $\mathbb{H}_{n}=\{n, n-1, \ldots, 1\}$.

Using the theory of lumped Markov chains [12, § 6.3, p. 123], we formalise a unified multi-resolution coalescent as the lumped $n$-coalescents graph (Definition 4.1). It is a partially ordered graph whose nodes represent the six coalescents described above and whose edges describe Markov lumpings. We show that a Markov chain $\left\{B^{\uparrow}(t)\right\}$ on $\mathbb{B}_{n}$ called (i) the vintaged and labeled $n$-coalescent or the Kingman-Tajima $n$-coalescent, can be lumped into (ii) Kingman's labeled $n$-coalescent or the unvintaged and labeled $n$-coalescent $\left\{C^{\uparrow}(t)\right\}$ on $\mathbb{C}_{n}$, (iii) the unvintaged and sized $n$-coalescent on $\mathbb{F}_{n}$ and (iv) the vintaged and shaped $n$-coalescent on $\mathbb{G}_{n}$. The latter two Markov lumpings are mediated via another Markov chain called (v) the vintaged and sized $n$-coalescent on $\mathbb{D}_{n}$. Finally, all these Markov chains are built from the coarsest resolution of
(vi) the pure death process on $\mathbb{H}_{n}$ that gives the number of ancestral lineages of our sample. Figure 1 depicts the six state spaces and the Markov lumpings between them.


Figure 1: State spaces $\mathbb{B}_{n}, \mathbb{C}_{n}, \mathbb{D}_{n}, \mathbb{F}_{n}, \mathbb{G}_{n}, \mathbb{H}_{n}$ and the lumpings between them.
Here we focus on specific algebraic representations of these six Markov chains and derive their backward-transition, sequence-specific, state-specific and forwardtransition probabilities. These derivations are novel for all but Kingman's labeled $n$-coalescent and the pure death process [15, 14]. Our motivation for this study is two-fold. The first is historical and the second is statistical as outlined in the next two subsections, respectively.

### 1.1 Historical Motivation

Kingman and Tajima independently described the genealogical or evolutionary relationship of a sample of size $n$ from a Wright-Fisher population in the early 1980s. The relation between the genealogical objects described by Kingman and Tajima has not been characterised before. We make the first formalization that relates the two distinct sample genealogical descriptions of Kingman and Tajima via the theory of lumped Markov chains. The vintaged and shaped $n$-coalescent $\left\{G^{\dagger}(t)\right\}$ or Tajima's $n$-coalescent is the first Markov description of Tajima's evolutionary relationship in the spirit of Kingman's $n$-coalescent. $\left\{G^{\uparrow}(t)\right\}$ requires temporal information about the extant sample lineages. Such temporal information is not required for Kingman's
$n$-coalescent $\left\{C^{\uparrow}(t)\right\}$. The other resolutions of the sample genealogy studied in this paper make the Markov lumping relations among the $n$-coalescents, that are naturally spanned by the $n$-coalescents of Kingman and Tajima, explicit.

Phylogenetics and population genetics, despite being sub-fields of mathematical genetics, are studied by research communities that do not entirely overlap. This is partly driven by methodological preferences between inter-species and intra-species approaches to the study of genetic inter-relatedness. This paper attempts to use definitions and notions that are consistent across phylogenetic and population genetic literature. We show how different resolutions of coalescent sequences are in bijection with different kinds of phylogenetic trees. We show that various classical phylogenetic tree shape statistics can be directly obtained from coarser coalescent resolutions. We express the probability of obtaining coalescent sequences at the coarser resolutions in terms of phylogenetic tree shape statistics. We also show in this paper that classical phylogenetic tree shape statistics, such as, Colless' index [6, Sackin's index [28, 21], number of cherries [18], Sequential Aldous shape statistics [2] and runs statistics [8], can be obtained efficiently from Markov lumpings of the Kingman-Tajima ncoalescent.

### 1.2 Statistical Motivation

The $n$-coalescents provide the basic probability models underlying statistical experiments of interest in population genetics. They arise as prior mixtures over ${ }^{\mathcal{C}_{n}} \mathbb{T}_{n}$, the partially observed genealogical space of binary coalescent trees with branch-lengths:

$$
{ }^{\mathcal{C}_{n}} \mathbb{T}_{n}:=\mathcal{C}_{n} \otimes \mathbb{T}_{n}:=\left\{{ }^{c} t:=\left({ }^{c_{n}} t_{n},{ }^{c_{n-1}} t_{n-1}, \ldots,{ }^{c_{2}} t_{2}\right): c \in \mathcal{C}_{n}, t \in \mathbb{T}_{n}\right\},
$$

that one needs to integrate over, in order to obtain the likelihood of a parameter $\phi \in \Phi$ on the basis of some observed data $x_{\mathrm{obs}}$ :

$$
P\left(x_{\mathrm{obs}} \mid \phi\right)=\sum \int_{c_{t \in} \in \mathcal{c}_{n} \mathbb{T}_{n}} P\left(\left.x_{\mathrm{obs}}\right|^{c} t, \phi\right) P\left({ }^{c} t \mid \phi\right) \partial\left({ }^{c} t\right),
$$

where $\partial\left({ }^{c} t\right)$ is the dominating measure on ${ }^{\mathcal{C}_{n}} \mathbb{T}_{n}$ (given as a product of counting measure on discrete-valued trees in $\mathcal{C}_{n}$ and Lebesgue measure on the continuousvalued coalescent times in $\left.\mathbb{R}_{+}^{n-1}=: \mathbb{T}_{n}\right)$ and $P\left({ }^{c} t \mid \phi\right)$ is an $n$-coalescent induced, possibly $\phi$-specific, prior density over ${ }^{\mathcal{C}_{n}} \mathbb{T}_{n}$. The integration space is depicted for $n=3$ in Figure 2 ,

Computational feasibility of "full-likelihood" methods that conduct Monte Carlo integration over ${ }^{\mathcal{C}_{n}} \mathbb{T}_{n}$, the partially observed genealogical space of binary coalescent


Figure 2: Realizations of 3-coalescent trees in the space of such trees is plotted on the three rectangles as colored points in middle panel. The lines on the rectangles are the contours of the independent exponentially distributed epoch times for each $c$-sequence. Each of the three coalescent trees, with two branch lengths $\left(t_{3}, t_{2}\right)$, representing a realization in the corresponding rectangle and the transition probability diagram of the embedded discrete time Markov chain $\left\{C^{\uparrow}(k)\right\}_{k \in\{3,2,1\}}$ on $\mathbb{C}_{3}$ are shown counter clock-wise in the four corner panels, respectively. See Proposition 3.7 for details.
trees with branch-lengths, in order to compute the likelihood $P\left(x_{\text {obs }} \mid \phi\right)$ via importance samplers [9, 10, 3, 27, 26, 11] for instance, scales poorly with the resolution and size of modern population genomic data. Typical data sets contain DNA sequences of large homologous tracks of the genome for thousands of individuals in a population.

Given the massive scale of current genomic data, computational biologists are using "summary statistics" of the available data to reduce the computational burden of the inference procedure and make it "likelihood-free" on the basis of simulations from the finest genealogical resolutions [31, 19, 5, 17, 25, 4, 16]). However, these "approximate likelihood/Bayesian" computations do not take advantage of the appropriate and sufficient Markov lumpings of the hidden genealogy space for the "summary statistics" being used.

Markov lumping can be powerful in inference if the observed statistic of interest $T\left(x_{\text {obs }}\right)$ only depends on the original chain through the lumping. This can reduce large summations over excessively fine state spaces as noted in [12, p. 124]. The reduction in state space can also be helpful in dynamic programming during integrations over some appropriate Markov lumping of the hidden genealogy space. The Markov lumpings of the Kingman-Tajima $n$-coalescent developed here can facilitate a computationally efficient and statistically sufficient approach to population-genetic inference based on various families of population-genetic statistics as done in [23] and [22].

Briefly, in [23], the sufficiency of the unvintaged and sized $n$-coalescent for the likelihood of a popular statistic called the site frequency spectrum or SFS is exploited. Computationally efficient inference based on SFS as well as its linear combinations [22], including, the number of segregating sites [1], pair-wise heterozygosity, and Tajima's $D$ [29, is possible due to the invariance of the sampling distribution of SFS up to the equivalence class induced in the hidden space $\mathcal{C}_{n}$ by the sequence of states visited by $\left\{F^{\uparrow}(t)\right\}$, the unvintaged and sized $n$-coalescent. This Markov lumping $\mathscr{F}: \mathbb{C}_{n} \rightarrow \mathbb{F}_{n}$ allows us to efficiently integrate over $f$-sequences or sequential realisations of $\left\{F^{\uparrow}(t)\right\}$ in $\mathcal{F}_{n}$ to compute the likelihood of the SFS, as opposed to the more conventional approach of integrating over (in importance sampling) or simulating from (in approximate Bayesian/likelihood computations) the unnecessarily finer resolution of $c$-sequences in $\mathcal{C}_{n}$. Importance sampling using a controlled Markov chain is developed in [23] from the forward-transition probabilities of the unvintaged and sized $n$-coalescent in order to produce $f$-sequences that are conditioned on the data. Similar inferential methods based on statistics that depend on the other lumped coalescents can be obtained from the coalescent probabilities developed here.

Thus, we formally describe lumped Markov processes at more resolutions of the hidden genealogy space. These descriptions, especially at the coarser resolutions, are
a prerequisite for subsequent computationally efficient inference in the spirit of [23] on the basis of other appropriate genetic statistics, including the sequential Aldous shape statistics, Colless' index, Sackin's index, number of cherries and runs statistics. Moreover, several non-classical statistics can be obtained from the genealogical resolutions studied here.

The backward-transition, sequence-specific, state-specific and forward-transition probabilities at each of our coalescent resolutions described in this paper constitute the applied probabilistic core of computationally efficient Monte Carlo algorithms for statistical inference in population genetics that can exploit the Markov lumping relations among the different coalescent resolutions. Several such algorithms are implemented in lce: a C++ class library for lumped coalescent experiments that is publicly available from http://www.math.canterbury.ac.nz/ ${ }^{\sim}$ r.sainudiin/codes/lce/.

### 1.3 Outline

The rest of this paper is organized as follows. In §2, we review the conditions under which a lumped process is Markov, describe the basic population genetic model and the $n$-coalescent approximation of any sample genealogical Markov chain. In $\S 3$ we introduce and discuss six $n$-coalescent resolutions of the genealogical space. Examples and applications are given in $\S 4$.

## 2 Preliminaries

Let $\mathbb{N}:=\{1,2,3, \ldots\}$ denote the set of natural numbers. Let $\mathbb{Z}_{+}:=\{0,1,2, \ldots\}$ and $\mathbb{Z}_{-}:=\{0,-1,-2, \ldots\}$ denote the set of non-negative and non-positive integers, respectively. For any set $A$, let $|A|$ denote its cardinality or the number of elements in it. Let $\left[n: n^{\prime}\right]_{-}:=\left\{n, n-1, \ldots, n^{\prime}+1, n^{\prime}\right\}$ denote the linearly ordered descending index set from $n$ to $n^{\prime} \leq n$, where $n, n^{\prime} \in \mathbb{Z}$ and let $[n]_{-}:=[n: 1]_{-}=\{n, n-$ $1, \ldots, 2,1\}$. Similarly, let $\left[n^{\prime}: n\right]_{+}:=\left\{n^{\prime}, n^{\prime}+1, \ldots, n-1, n\right\}$ denote the linearly ordered ascending index set from $n^{\prime}$ to $n \geq n^{\prime}$, where $n, n^{\prime} \in \mathbb{Z}$ and let $[n]_{+}:=[1:$ $n]_{+}=\{1,2, \ldots, n-1, n\}$.

The $n$-coalescent resolutions (with exception of the unvintaged and sized $n$ coalescent and the lineage death process) induce trees on $n$ leaves. We will formally define the trees we will observe throughout this paper.

Definition 2.1. We define the following trees as in [24, § 2.4]. A ranked, labeled tree on $n$ leaves is a rooted binary tree with unique leaf labels from the label set $\mathfrak{L}$. The


Figure 3: Example for a ranked, labeled tree with leaf label set $\mathfrak{L}=\{1,2,3,4,5\}$, a labeled tree with $\mathfrak{L}=\{1,2,3,4,5\}$, a ranked tree shape and a tree shape (from left to right).
interior vertices have a total order < assigned, such that the root is the minimum in this order, and for any interior vertex $v$ which is on the path from an interior vertex $w$ to a leaf, we have $w<v$. We assign to the root of the tree the rank 1 , to the second smallest element in this total order the rank 2, etc.

A labeled tree on $n$ leaves is a ranked, labeled tree where the total order with the ranks are omitted.

A ranked tree shape on $n$ leaves is a ranked, labeled tree where the leaf labels are omitted.

A tree shape on $n$ leaves is a labeled tree where the leaf labels are omitted. For examples see Figure 3.

### 2.1 The lumped chain

In the following we define a lumped chain of a Markov chain as in [12, § 6.3, p. 123]. Assume we are given a discrete time Markov chain $\{S(n)\}_{n \in \mathbb{Z}_{+}}$on a finite state space $\mathbb{S}=\left\{s_{1}, s_{2}, \ldots, s_{|\mathbb{S}|}\right\}$. Suppose that for an initial distribution $\pi$, the values

$$
\left\{P\left(s_{j} \mid s_{i}\right):=P\left(S(n+1)=s_{j} \mid S(n)=s_{i}\right)\right\}_{i, j \in[|\mathbb{S}|]}
$$

are the time-homogeneous 1-step transition probabilities for our Markov chain.
Let the map

$$
\mathscr{M}: \mathbb{S} \rightarrow \mathbb{M}=\left\{m_{1}, m_{2}, \ldots, m_{|\mathbb{M}|}\right\}
$$

induce a partition of $\mathbb{S}$ into $|\mathbb{M}|$ non-empty elements via its inverse $\mathscr{M}^{-1}$. We denote this $\mathscr{M}$-partition or $\mathscr{M}$-lumping of $\mathbb{S}$ by

$$
\mathbb{S}^{\mathscr{M}}:=\left\{\mathscr{M}^{-1}\left(m_{1}\right), \mathscr{M}^{-1}\left(m_{2}\right), \ldots, \mathscr{M}^{-1}\left(m_{|\mathbb{M}|}\right)\right\} .
$$

Next, we define the lumped chain $\left\{S^{\mathscr{M}}(n)\right\}_{n \in \mathbb{Z}_{+}}$on $\mathbb{S}^{\mathscr{M}}$ from the original Markov chain $\{S(n)\}_{n \in \mathbb{Z}_{+}}$on $\mathbb{S}$. The state visited by the $k$-th step in the lumped chain is
the set that contains the state visited by the $k$-th step in the original chain, i.e. with $m_{i}:=\mathscr{M}\left(s_{i^{\prime}}\right)$,

$$
S(k)=s_{i^{\prime}} \in \mathbb{S} \Longrightarrow \mathbb{S}^{\mathscr{M}} \ni S^{\mathscr{M}}(k)=\mathscr{M}^{-1}\left(\mathscr{M}\left(s_{i^{\prime}}\right)\right)=\mathscr{M}^{-1}\left(m_{i}\right) \supset s_{i^{\prime}}
$$

At the first level we assign, for the lumped chain,

$$
P_{\pi}\left(S(0) \in \mathscr{M}^{-1}\left(m_{i}\right)\right)
$$

The probability of the sequence $\left(\mathscr{M}^{-1}\left(m_{k}\right), \ldots, \mathscr{M}^{-1}\left(m_{i}\right), \mathscr{M}^{-1}\left(m_{j}\right)\right)$ of $n$ states visited by the lumped chain is defined to be:

$$
P_{\pi}\left(S(n-1) \in \mathscr{M}^{-1}\left(m_{j}\right), S(n-2) \in \mathscr{M}^{-1}\left(m_{i}\right), \ldots, S(0) \in \mathscr{M}^{-1}\left(m_{k}\right)\right)
$$

The lumped chain can replace a Markov chain on a vast state space with a chain on fewer states. Such coarser $\mathscr{M}$-lumpings when statistically sufficient for the considered problem can be advantageous, especially when the lumped chain is also Markov.

The proof of the next proposition is given in [12, Thm. 6.3.2, p. 124]. As this proposition is frequently applied throughout the paper, we give a proof using our terminology.

Proposition 2.2. A necessary and sufficient condition for the lumped chain $\left\{S^{\mathscr{M}}(k)\right\}_{k \in \mathbb{Z}_{+}}$to be a Markov chain on $\mathbb{S}^{\mathscr{M}}$ and not depending on the initial distribution $\pi$ is:

For every pair of sets $\mathscr{M}^{-1}\left(m_{i}\right)$ and $\mathscr{M}^{-1}\left(m_{j}\right)$ in $\mathbb{S}^{\mathscr{M}}$, the probability of moving from a state $s_{i^{\prime}} \in \mathscr{M}^{-1}\left(m_{i}\right)$ to the set $\mathscr{M}^{-1}\left(m_{j}\right)$,

$$
P\left(\mathscr{M}^{-1}\left(m_{j}\right) \mid s_{i^{\prime}}\right):=\sum_{s_{j^{\prime}} \in \mathscr{M}^{-1}\left(m_{j}\right)} P\left(s_{j^{\prime}} \mid s_{i^{\prime}}\right)
$$

is identical for every $s_{i^{\prime}} \in \mathscr{M}^{-1}\left(m_{i}\right)$, and thus depends on $s_{i^{\prime}}$ only through $\mathscr{M}^{-1}\left(m_{i}\right)$.
We refer to these common probabilities by

$$
P\left(\mathscr{M}^{-1}\left(m_{j}\right) \mid \mathscr{M}^{-1}\left(m_{i}\right)\right)=P\left(m_{j} \mid m_{i}\right),
$$

and use them to define transition probabilities between sets of states $\mathscr{M}^{-1}\left(m_{i}\right)$, $\mathscr{M}^{-1}\left(m_{j}\right)$ for the lumped Markov chain $\left\{S^{\mathscr{M}}(k)\right\}_{k \in \mathbb{Z}_{+}}$on $\mathbb{S}^{\mathscr{M}}$ or equivalently the transition probabilities $P\left(m_{j} \mid m_{i}\right)$ between states $m_{i}, m_{j}$ for a Markov chain $\{M(k)\}_{k \in \mathbb{Z}_{+}}$ over $\mathbb{M}$.

Proof. As the transition probability of the lumped chain does not depend on the initial distribution $\pi$, we have,

$$
P_{\pi}\left(S(1) \in \mathscr{M}^{-1}\left(m_{j}\right) \mid S(0) \in \mathscr{M}^{-1}\left(m_{i}\right)\right)
$$

being the same for all $\pi$. In particular, this also holds for $\pi$ having a 1 in the $i^{\prime}$-th component, for state $s_{i^{\prime}} \in \mathscr{M}^{-1}\left(m_{i}\right)$, i.e. when the initial state in the original chain is $s_{i^{\prime}}$. We denote this probability by

$$
p_{i j}:=P_{i^{\prime}}\left(S(1) \in \mathscr{M}^{-1}\left(m_{j}\right)\right)=P\left(\mathscr{M}^{-1}\left(m_{j}\right) \mid s_{i^{\prime}}\right)
$$

for every $s_{i^{\prime}} \in \mathscr{M}^{-1}\left(m_{i}\right)$. So the condition given in the proposition is necessary.
To prove that it is sufficient, we must show that, if the condition is satisfied, the probability

$$
\begin{equation*}
P_{\pi}\left(S(n-1) \in \mathscr{M}^{-1}\left(m_{j}\right) \mid S(n-2) \in \mathscr{M}^{-1}\left(m_{i}\right), \ldots, S(0) \in \mathscr{M}^{-1}\left(m_{k}\right)\right) \tag{1}
\end{equation*}
$$

only depends on $\mathscr{M}^{-1}\left(m_{i}\right)$ and $\mathscr{M}^{-1}\left(m_{j}\right)$. We rewrite the probability (11) in the form

$$
P_{\pi^{\prime}}\left(S(1) \in \mathscr{M}^{-1}\left(m_{j}\right)\right)
$$

where $\pi^{\prime}$ is a vector with non-zero components only on the states contained in $\mathscr{M}^{-1}\left(m_{i}\right)$. The vector $\pi^{\prime}$ depends on $\pi$ and the first $n-1$ outcomes. However, if $P_{i^{\prime}}\left(S(1) \in \mathscr{M}^{-1}\left(m_{j}\right)\right)=p_{i j}$ for all $s_{i^{\prime}} \in \mathscr{M}^{-1}\left(m_{i}\right)$, then it is also clear that $P_{\pi^{\prime}}\left(S(1) \in \mathscr{M}^{-1}\left(m_{j}\right)\right)=p_{i j}$. Thus the probability in (1) only depends on $\mathscr{M}^{-1}\left(m_{i}\right)$ and $\mathscr{M}^{-1}\left(m_{j}\right)$.

Remark 2.3. The continuous-time Markov chains we encounter in this paper are constructed by composing independent and exponentially distributed waiting times with the discrete-time embedded Markov chain. We are primarily concerned with the lumped chains of the discrete-time Markov chains, since the independent waiting times can be composed with the lumped discrete-time Markov chains to obtain their continuous-time versions as we will see in $\S 2.2 .3$.

### 2.2 The Standard Neutral Wright-Fisher Model

In the Wright-Fisher model [7, 32] of selectively neutral reproduction within a finite population of constant size $N$, there are discrete, non-overlapping generations labeled by integers $\ldots,-k,-k+1,-k+2, \ldots,-2,-1,0,+1,+2, \ldots$ as we go forward in time. The current generation is labeled 0 . Each individual in generation $-k+1$ is the child of exactly one individual in the previous generation $-k$ and the number of offspring
born to the $1^{\text {st }}, 2^{\text {nd }}, \ldots, i^{\text {th }}, \ldots, N^{\text {th }}$ individual of generation $-k$ is the symmetric multinomial random vector $V:=\left(V_{1}, V_{2}, \ldots, V_{N}\right)$, such that:

$$
\left\{\begin{array}{l}
\sum_{j=1}^{N} V_{j}=N,  \tag{2}\\
P\left(V_{1}=v_{1}, V_{2}=v_{2}, \ldots, V_{N}=v_{N}\right)=\frac{N!}{v_{1}!v_{2}!\cdots v_{N}!}\left(\frac{1}{N}\right)^{N} .
\end{array}\right.
$$

This reproduction scheme is independently and identically enforced in each generation to obtain the standard neutral Wright-Fisher model as we go forward in time. This model has a simple structure as we go back in time. The forward-time offspring distribution of (2) is equivalent to the scheme where each individual in generation $-k+1$ chooses its parent uniformly at random from among the $N$ individuals in the previous generation $-k$. This simple scheme as we go back in time is at the foundation of the $n$-coalescent approximation to the Wright-Fisher model.

We can choose to track the sample genealogy (see Fig. (4), i.e. the sub-genealogy of our sample of size $n$ with label set $\mathfrak{L}=\{1,2, \ldots, n\}$, within the population genealogy of a Wright-Fisher population of constant size $N$, at some resolution of interest over an appropriate time-scale. In $\S 2.2 .1$ we simply track the number of lineages that are ancestral to our sample in the time-scale of the discrete Wright-Fisher model. The sample genealogical description of $\S 2.2 .1$ is the coarsest resolution and contrasts with the finest studied resolution of the sample genealogy in $\S 3.1$. The finest resolution is depicted in Figure 4 for a small example.

### 2.2.1 Number of Ancestral Lineages of a Wright-Fisher Sample

In the simple Wright-Fisher discrete generation model with a constant population size $N$ the offspring "choose" their parents uniformly and independently at random from the previous generation due to the symmetric multinomial sampling of $N$ offspring from the $N$ parents in the previous generation.

Let $S_{i}^{(j)}$ denote the Stirling number of the second kind, i.e. $S_{i}^{(j)}$ is the number of set partitions of a set of size $i$ into $j$ blocks. Let $N_{[j]}:=N(N-1) \cdots(N-(j-i))$ and note that the following ratio can be approximated:

$$
\begin{aligned}
\frac{N_{[j]}}{N^{j}} & =\frac{N(N-1) \cdots(N-(j-i))}{N^{j}}=\frac{N}{N} \frac{N-1}{N} \cdots \frac{N-(j-1)}{N} \\
& =1\left(1-\frac{1}{N}\right) \cdots\left(1-\frac{j-1}{N}\right)=\prod_{k=1}^{j-1}\left(1-k N^{-1}\right)=1-N^{-1} \sum_{k=1}^{j-1} k+O\left(N^{-2}\right) \\
& =1-\binom{j}{2} N^{-1}+O\left(N^{-2}\right) .
\end{aligned}
$$



Figure 4: Genealogy of a sample of size $n=3$ with label set $\mathfrak{L}=\{1,2,3\}$ within a Wright-Fisher population of constant size $N=5$. The vintage tags ${ }^{\langle i\rangle}$ in the labeled lineages are assigned as follows. The $n$ sampled individuals at generation 0 have vintage tag ${ }^{\langle n\rangle}$ assigned. Now, going back in time, the first coalescent event has vintage tag ${ }^{\langle n-1\rangle}$ assigned, the next coalescent event has ${ }^{\langle n-2\rangle}$ assigned, and so on. Finally, the most recent common ancestor of the sample on $n$ individuals has vintage $\operatorname{tag}{ }^{\langle 1\rangle}$ assigned (see $\S 3.1$ ).

Thus, the $N$-specific probability of $i$ extant sample lineages in the current generation becoming $j$ extant lineages in the previous generation is:

$$
{ }^{N} P_{i, j}= \begin{cases}S_{i}^{(i)}\left(N_{[i]} N^{-i}\right)=1\left(N_{[i]} N^{-i}\right)= & \text { if } j=i,  \tag{3}\\
1-\binom{i}{2} N^{-1}+O\left(N^{-2}\right) & \\
S_{i}^{(i-1)}\left(N_{[i-1]} N^{-i}\right)=\binom{i}{2}\left(N^{-1} N_{[i-1]} N^{-(i-1)}\right)= & \\
\left.\begin{array}{c}
i \\
2
\end{array}\right) N^{-1}\left(1-N^{-1}\binom{i-1}{2}+O\left(N^{-2}\right)\right)= & \text { if } j=i-1, \\
\binom{i}{2} N^{-1}+O\left(N^{-2}\right) & \\
S_{i}^{(i-\ell)}\left(N_{[i-\ell]} N^{-i}\right)=S_{i}^{(i-\ell)}\left(N^{-\ell} N_{[i-\ell]} N^{-(i-\ell)}\right)= \\
S_{i}^{(i-\ell)} N^{-\ell}\left(1-N^{-1}\binom{i-\ell}{2}+O\left(N^{-2}\right)\right)=O\left(N^{-2}\right) & \text { if } j=i-\ell, \\
0 & \text { otherwise } .\end{cases}
$$

where $1<\ell<i-1$. Let $\mathbb{Z}_{-}:=\{0,-1,-2, \ldots\}$ be the ordered and countably infinite discrete time index set. The discrete time Markov chain $\left\{{ }^{N} H^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$over the state space $\mathbb{H}_{n}:=\{n, n-1, \ldots, 1\}$ with 1 -step transition probabilities (3) is termed the death chain of the number of ancestral sample lineages within the Wright-Fisher population of constant size $N$. The initial state and the final absorbing state of this chain are $n$ and 1 , respectively.

### 2.2.2 Death process of the number of lineages

Let us first obtain a coalescent approximation of $\left\{{ }^{N} H^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$, the death chain of the number of ancestral sample lineages within the Wright-Fisher population of constant size $N$ from $\S 2.2 .1$. This is the coarsest of the six coalescent resolutions we study here and forms the foundation for a continuous time approximation of any discrete time sample genealogical Markov chain $\left\{{ }^{N} A^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$that has $\left\{{ }^{N} A^{\dagger} \mathscr{H}^{\prime}(k)\right\}_{k \in \mathbb{Z}_{-}}=\left\{{ }^{N} H^{\dagger}(k)\right\}_{k \in \mathbb{Z}_{-}}$as its lumped chain via the lumping $\mathscr{H}: \mathbb{A}_{n} \rightarrow \mathbb{H}_{n}$ that reports the number of ancestral lineages of our sample (see $\S[2.2 .3$ ).

Let us rescale time in the discrete time Markov chain $\left\{{ }^{N} H^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$over the state space $\mathbb{H}_{n}:=\{n, n-1, \ldots, 1\}$ with 1-step transition probabilities (3). Let the rescaled time $t$ be $g$ in units of $N$ generations, i.e. $g=\lfloor N t\rfloor$. In words, the probability that any specific pair of lineages, among the $\binom{i}{2}$ many pairs of the currently extant $i$
ancestors of the $n$ sampled lineages, coalesces in one generation is $1 / N$ and that this pair remains distinct for more than $g$ generations is $(1-1 / N)^{g}$. Then, the probability that a pair of lineages remain distinct for more than $t$ units of the rescaled time is: $(1-1 / N){ }^{\lfloor N t\rfloor} \xrightarrow{N \rightarrow \infty} e^{-t}$. The $\lfloor N t\rfloor$-step transition probabilities, ${ }^{N} P_{i, j}(\lfloor N t\rfloor)$, of the discrete time death chain $\left\{{ }^{N} H^{\uparrow}(\lfloor N t\rfloor)\right\}_{\lfloor N t\rfloor \in \mathbb{Z}_{-}}$converge to the transition probabilities $P_{i, j}(t)$ of the pure death process $\left\{H^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$, in the rescaled time $t$, over the state space $\mathbb{H}_{n}$, as the population size $N$ tends to infinity. The instantaneous transition rates for this pure death or epoch-time process is [14, (1.9)]:

$$
\begin{array}{ll}
{ }^{N} P_{i, j}(\lfloor N t\rfloor) \xrightarrow{N \rightarrow \infty} P_{i, j}(t)=\exp (Q t), & \text { where } \\
\qquad q_{i, j}=q(j \mid i)=\left\{\begin{array}{lll}
-\binom{i}{2} & \text { if } \quad j=i \\
\binom{i}{2} & \text { if } \quad j=i-1 . \\
0 & \text { otherwise }
\end{array}\right. \tag{4}
\end{array}
$$

The matrix $Q$ is called the instantaneous rate matrix of the death process Markov chain $\{H(t)\}_{t \in \mathbb{R}_{+}}$and its $(i, j)$-th entry is $q_{i, j}=q(j \mid i)$. Thus, the $i$-th holding time or epoch-time random variable $T_{i}$ during which time there are $i$ distinct ancestral lineages of our sample is approximately exponentially distributed with rate parameter $\binom{i}{2}$ and is independent of other epoch-times. In other words, for large $N$, the random vector $T=\left(T_{2}, T_{3}, \ldots, T_{n}\right)$ of epoch-times, corresponding to the epoch times of the pure death process $\left\{H^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$on the state space $\mathbb{H}_{n}$, has the product exponential density $\bigotimes_{i=2}^{n}\binom{i}{2} e^{-\binom{i}{2} t_{i}}$ over its support $\mathbb{T}_{n}:=\mathbb{R}_{+}^{n-1}$. Note that the initial state of $\left\{H^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$is $n$ and the final absorbing state is 1 .

Let $[n]_{-}:=\{n, n-1, \ldots, 2,1\}$ denote the ordered discrete time index set of the jump chain. The embedded discrete time jump chain $\left\{H^{\uparrow}(k)\right\}_{k \in[n]-}$ of this death process, termed the embedded death chain, moves from state $i$ to state $i-1$ with probability 1 , as follows:

$$
\mathrm{n} \xrightarrow{1} \mathrm{n}-1 \xrightarrow{1} \cdots \xrightarrow{1} \mathrm{i}+1 \xrightarrow{1} \mathrm{i} \xrightarrow{1} \mathrm{i}-1 \xrightarrow{1} \cdots \xrightarrow{1} 2 \xrightarrow{1} .
$$

We keep track of the discrete time in terms of the extant number of lineages for convenience. The discrete time steps $k \in[n]_{-}:=\{n, n-1, \ldots, 2,1\}$ of the embedded chain $\left\{H^{\uparrow}(k)\right\}_{k \in[n]_{-}}$of the death process $\left\{H^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$are referred to as coalescent epochs or epochs as they mark the beginning of a lineage death or coalescence event. Note however that the embedded discrete time jump chain of $\left\{{ }^{N} H^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$denoted by $\left\{{ }^{N} H^{\uparrow}(k)\right\}_{k \in\left[n: n^{\prime}\right]-}$ can reach the absorbing state in merely $n-n^{\prime}$ jumps where $1 \leq n^{\prime}<n$.

### 2.2.3 Coalescent approximation of any sample genealogy Markov chain

If the desired Markov description of our sample genealogy within a Wright-Fisher population, as we go back in time, at a possibly finer resolution than that of the death chain $\left\{{ }^{N} H^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$, is seen in an appropriate time-scale involving the population size $N$, then it can be approximated in the large population limit by a simpler one called the $n$-coalescent of the desired resolution. This is a natural extension of the basic approximation idea in Kingman's $n$-coalescent [15, 2.7-2.10].

Let $\left\{{ }^{N} A^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$be any discrete time sample genealogical Markov chain that has $\left\{{ }^{N} A^{\uparrow}{ }^{\mathscr{H}}(k)\right\}_{k \in \mathbb{Z}_{-}}=\left\{{ }^{N} H^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$- the Wright-Fisher death chain over $\mathbb{H}_{n}:=$ $\{n, n-1, \ldots, 1\}$ with 1 -step transition probabilities in (3) - as its lumped Markov chain, via the lumping map $\mathscr{H}\left(a_{i}\right): \mathbb{A}_{n} \rightarrow \mathbb{H}_{n}$. We show that $\left\{{ }^{N} A^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$can be approximated by $\left\{A^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$, the $n$-coalescent of the desired resolution.

Let $\mathbb{A}_{n}$ be the state space of $\left\{{ }^{N} A^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$. Let $a_{i^{\prime}} \prec_{a}^{N} a_{i}$ denote the immediate precedence relation between states $a_{i^{\prime}}, a_{i} \in \mathbb{A}_{n}$ in the one-step state transition diagram of $\left\{{ }^{N} A^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$, i.e.

$$
\mathbb{A}_{n} \ni a_{i^{\prime}} \prec_{a}^{N} a_{i} \in \mathbb{A}_{n} \Longleftrightarrow P\left({ }^{N} A^{\uparrow}(k-1)=\left.a_{i^{\prime}}\right|^{N} A^{\uparrow}(k)=a_{i}\right)>0, \forall k \in \mathbb{Z}_{-} .
$$

For some $n^{\prime}$, such that $1 \leq n^{\prime}<n$, let $a:=\left(a_{n}, a_{n-1}, \ldots, a_{n^{\prime}-1}, a_{n^{\prime}}\right)$ be a sequence of distinct states visited by $\left\{{ }^{N} A^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$, i.e.

$$
{ }^{N} A^{\uparrow}\left(k_{n}=0\right)=a_{n},{ }^{N} A^{\uparrow}\left(k_{n-1}\right)=a_{n-1}, \ldots, \quad . \quad{ }^{N} A^{\uparrow}\left(k_{n^{\prime}-1}\right)=a_{n^{\prime}-1},{ }^{N} A^{\uparrow}\left(k_{n^{\prime}}\right)=a_{n^{\prime}},
$$

$k_{j} \in \mathbb{Z}_{-}$for every $j \in\left[n: n^{\prime}\right]_{-}$and the set of such $a$-sequences be $\mathcal{A}_{n}$, i.e.,

$$
\mathcal{A}_{n}:=\left\{a: a_{i-1} \prec_{a}^{N} a_{i}, \forall i \in\left\{n, n-1, \ldots, n^{\prime}-2, n^{\prime}-1\right\}, 1 \leq n^{\prime}<n\right\} .
$$

Thus, $\mathcal{A}_{n}$ contains all sequential realizations of the genealogy of our sample of size $n$ within the discrete time Wright-Fisher population of constant size $N$ at the resolution of $a$-sequences obtained by the sequence of distinct states visited by the jump chain $\left\{{ }^{N} A^{\uparrow}(k)\right\}_{k \in\left[n: n^{\prime}\right]-}$ embedded in $\left\{{ }^{N} A^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$. Let ${ }^{N} P_{a_{i}, a_{i^{\prime}}}:={ }^{N} P\left(a_{i^{\prime}} \mid a_{i}\right)$ denote the time-homogeneous transition probability from state $a_{i}$ to state $a_{i^{\prime}}$ in one time-step or one Wright-Fisher generation as we go back in time. Let $\mathscr{H}\left(a_{i}\right)=i$ and $\mathscr{H}\left(a_{i^{\prime}}\right)=$
$i^{\prime}=i-\ell$, i.e. there are $i$ and $i^{\prime}$ lineages in $a_{i}$ and $a_{i^{\prime}}$, respectively. Then,

$$
\begin{align*}
{ }^{N} P_{a_{i}, a_{i^{\prime}}}:= & P\left({ }^{N} A(k+1)=a_{i^{\prime}} \mid{ }^{N} A(k)=a_{i}\right) \\
= & P\left({ }^{N} A(k+1)=a_{i^{\prime}},{ }^{N} A(k+1) \in \mathscr{H}^{-1}\left(\mathscr{H}\left(a_{i^{\prime}}\right)\right) \mid{ }^{N} A(k)=a_{i}\right) \\
= & \frac{P\left({ }^{N} A(k+1)=a_{i^{\prime}},{ }^{N} A(k+1) \in \mathscr{H}^{-1}(i-\ell),{ }^{N} A(k)=a_{i}\right)}{P\left({ }^{N} A(k)=a_{i}\right)} \\
= & P\left({ }^{N} A(k+1)=a_{i^{\prime}} \mid{ }^{N} A(k+1) \in \mathscr{H}^{-1}\left(i^{\prime}\right),{ }^{N} A(k)=a_{i}\right) \\
& \times P\left({ }^{N} A(k+1) \in \mathscr{H}^{-1}\left(i^{\prime}\right) \mid{ }^{N} A(k)=a_{i}\right) \\
= & { }^{N} P\left(a_{i^{\prime}} \mid a_{i^{\prime}} \in \mathscr{H}^{-1}\left(i^{\prime}\right), a_{i}\right){ }^{N} P\left(\mathscr{H}^{-1}\left(i^{\prime}\right) \mid a_{i}\right) . \tag{5}
\end{align*}
$$

Let the conditional transition probability of the jump chain $\left\{{ }^{N} A^{\uparrow}(k)\right\}_{k \in\left[n: n^{\prime}\right]-}$ be

$$
\begin{equation*}
P\left(a_{i^{\prime}} \mid a_{i}\right):={ }^{N} P\left(a_{i^{\prime}} \mid a_{i^{\prime}} \in \mathscr{H}^{-1}\left(\mathscr{H}\left(a_{i^{\prime}}\right)\right), a_{i}\right) . \tag{6}
\end{equation*}
$$

If the lumped chain $\left\{{ }^{N} A^{\uparrow^{\mathscr{H}}}(k)\right\}_{k \in \mathbb{Z}_{-}}$of $\left\{{ }^{N} A^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$is the Markov chain $\left\{{ }^{N} H^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$then the last probability term in (5) simplifies:

$$
\begin{align*}
P & \left({ }^{N} A(k+1) \in \mathscr{H}^{-1}\left(i^{\prime}\right) \mid{ }^{N} A(k)=a_{i}\right) \\
& =\sum_{a_{i^{\prime}} \in \mathscr{H}^{-1}\left(i^{\prime}\right)} P\left({ }^{N} A(k+1)=a_{i^{\prime}} \mid{ }^{N} A(k)=a_{i}\right) \\
& ={ }^{N} P\left(\mathscr{H}^{-1}\left(i^{\prime}\right) \mid a_{i}\right) \\
& ={ }^{N} P\left(\mathscr{H}^{-1}\left(i^{\prime}\right) \mid \mathscr{H}^{-1}\left(a_{i}\right)\right) \quad \because \text { ofProposition } 2.2 \\
& ={ }^{N} P\left(i^{\prime} \mid i\right)=S_{i}^{\left(i^{\prime}\right)}\left(N_{\left[i^{\prime}\right]} N^{-i}\right) \quad \because \text { of }(3) \tag{7}
\end{align*}
$$

Combining (5) with (6), (7) and (3) we get

$$
{ }^{N} P_{a_{i}, a_{i^{\prime}}}= \begin{cases}1 S_{i}^{(i)}\left(N_{[i]} N^{-i}\right)= &  \tag{8}\\ 1-\binom{i}{2} N^{-1}+O\left(N^{-2}\right) & \text { if } a_{i}=a_{i^{\prime}} \text { and } \\ & \mathscr{H}\left(a_{i}\right)=\mathscr{H}\left(a_{i^{\prime}}\right)=i, \\ P\left(a_{i^{\prime}} \mid a_{i}\right) S_{i}^{(i-1)}\left(N_{[i-1]} N^{-i}\right)= & \\ P\left(a_{i^{\prime}} \mid a_{i}\right)\binom{i}{2} N^{-1}+O\left(N^{-2}\right) & \text { if } a_{i^{\prime}} \prec_{a}^{N} a_{i} \text { and } \\ & i=\mathscr{H}\left(a_{i}\right)=\mathscr{H}\left(a_{i^{\prime}}\right)+1, \\ P\left(a_{i^{\prime}} \mid a_{i}\right) S_{i}^{(i-\ell)}\left(N_{[i-\ell]} N^{-i}\right)= & \\ O\left(N^{-2}\right) & \text { if } a_{i^{\prime}} \prec_{a}^{N} a_{i} \text { and } \\ & i=\mathscr{H}\left(a_{i}\right)=\mathscr{H}\left(a_{i^{\prime}}\right)+\ell \\ 0 & \text { otherwise }\end{cases}
$$

where $1<\ell<i-1$. Let us define the more restrictive immediate precedence relation on $\mathbb{A}_{n} \ni a_{i}, a_{i^{\prime}}$ :

$$
a_{i^{\prime}} \prec_{a} a_{i} \Longleftrightarrow a_{i^{\prime}} \prec_{a}^{N} a_{i}, i=\mathscr{H}\left(a_{i}\right)=\mathscr{H}\left(a_{i^{\prime}}\right)+1 .
$$

The $\lfloor N t\rfloor$-step transition probabilities, ${ }^{N} P_{a_{i}, a_{i^{\prime}}}(\lfloor N t\rfloor)$, of $\left\{{ }^{N} A^{\uparrow}(\lfloor N t\rfloor)\right\}_{\lfloor N t\rfloor \in \mathbb{Z}_{-}}$converge to the transition probabilities $P_{a_{i}, a_{i^{\prime}}}(t)$ of the $n$-coalescent $\left\{A^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$, in the rescaled time $t$, over the state space $\mathbb{A}_{n}$, as the population size $N$ tends to infinity. The instantaneous transition rates for this continuous-time Markov chain, $\left\{A^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$, generalizes [15, (2.10)] to the sample genealogical resolution of $a$-sequences in $\mathcal{A}_{n}$. More formally,

$$
\begin{align*}
&{ }^{N} P_{a_{i}, a_{i^{\prime}}}(\lfloor N t\rfloor) \xrightarrow{N \rightarrow \infty} P_{a_{i}, a_{i^{\prime}}}(t)=\exp (Q t), Q:=\left\{q_{a_{i}, a_{i^{\prime}}}\right\}_{a_{i}, a_{i^{\prime}} \in \mathbb{A}_{n}}, \text { and } \\
& q_{a_{i}, a_{i^{\prime}}}=q\left(a_{i^{\prime}} \mid a_{i}\right)= \begin{cases}-\binom{i}{2} & \text { if } a_{i^{\prime}}=a_{i} \\
P\left(a_{i^{\prime}} \mid a_{i}\right)\binom{i}{2} & \text { if } a_{i^{\prime}} \prec_{a} a_{i}, i=\mathscr{H}\left(a_{i}\right) . \\
0 & \text { otherwise }\end{cases} \tag{9}
\end{align*}
$$

This establishes the following proposition.
Proposition 2.4. Let $\left\{{ }^{N} A^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$be any discrete time sample genealogical Markov chain that has $\left\{{ }^{N} A^{\uparrow} \mathscr{H}^{( }(k)\right\}_{k \in \mathbb{Z}_{-}}=\left\{{ }^{N} H^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$- the Wright-Fisher death chain over $\mathbb{H}_{n}:=\{n, n-1, \ldots, 1\}$ with 1-step transition probabilities in (3) - as its lumped Markov chain, via the lumping map $\mathscr{H}\left(a_{i}\right): \mathbb{A}_{n} \rightarrow \mathbb{H}_{n}$. Then $\left\{{ }^{N} A^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$ can be approximated by $\left\{A^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$, the $n$-coalescent of the desired resolution, in the sense of (9).

Remark 2.5. Further, the Markov chain $\left\{A^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$has two independent components: (I) the death chain over $\left\{H^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$with waiting times $\binom{i}{2}$, and (II) the simpler jump chain $\left\{A^{\uparrow}(k)\right\}_{k \in[n]_{-}}$that only looses one lineage at each jump with transition probabilities $P\left(a_{i^{\prime}} \mid a_{i}\right)$ (as opposed to complicated jump chain $\left\{{ }^{N} A^{\uparrow}(k)\right\}_{k \in\left[n: n^{\prime}\right]-}$, embedded in $\left.\left\{{ }^{N} A^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}\right)$. Note that $\left\{A^{\uparrow}(k)\right\}_{k \in[n]-}$ is our refinement or delumping of the embedded death chain $\left\{H^{\uparrow}(k)\right\}_{k \in[n]-}$.

## 3 Six coalescent resolutions

$\left\{H^{\uparrow}(k)\right\}_{k \in[n]-}$, the embedded discrete time jump chain of the death chain introduced and discussed in $\S 2.2 .2$, is the coarsest of our coalescent resolutions. In this Section, we introduce $n$-coalescent approximations of five refined resolutions of the sample
genealogy. One of them (§ 3.2) was completely developed as Markov processes by Kingman. Another (§3.5) was pointed out by Kingman and yet another (§ 3.4) by Tajima without a full Markov description. The remaining two ( $\S 3.1, \S 3.3$ ), including the finest resolution of $\S 3.1$, have not been studied before. Figure 1 depicts the six state spaces and the Markov lumpings between them.

As derived in the previous section, we can decompose the coalescent process: we have a continuous time process describing the time between a jump from $k$ to $k-1$ lineages and we have an embedded jump process describing the state of the genealogy at each jump at the given resolution. When the chain makes a jump we have a resolution-specific coalescence event. In the following, we will describe this embedded jump process at different resolutions.

### 3.1 Vintaged and labeled $n$-coalescent

We introduce the finest coalescent resolution in this study. At this resolution, in each epoch, we keep track of the descendants of each existing lineage as well as the epoch at which this lineage was created as we follow the genealogy of our sample back through continuous time. We will see that this genealogical process, $\left\{B^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$, called the vintaged and labeled $n$-coalescent, is a continuous time Markov chain and that each each sequence of distinct states visited by $\left\{B^{\uparrow}(k)\right\}_{k \in[n]-}$, the jump Markov chain of $\left\{B^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$, induces a unique ranked, labeled tree, i.e. there is a bijection between the set of sequential realizations of the jump chain of the vintaged and labeled $n$-coalescent and the set of ranked, labeled trees. Furthermore, this process can be lumped to any other process we will introduce below.

Next we derive the state space, $\mathbb{B}_{n}$, of $\left\{B^{\uparrow}(k)\right\}_{k \in[n]-}$ and $\left\{B^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$. Let $\mathbb{C}_{n}$ be the set of all set partitions of the label set $\mathfrak{L}=\{1,2, \ldots, n\}$ of $n$ samples. Let $\left|c_{a}\right|$ denote the number of elements in $c_{a} \in \mathbb{C}_{n}$. Denote by $\mathbb{C}_{n}^{i}$ the set of all set partitions with $i$ blocks, i.e., $\mathbb{C}_{n}=\bigcup_{i=1}^{n} \mathbb{C}_{n}^{i}$. Let $c_{i}:=\left\{c_{i, 1}, c_{i, 2}, \ldots, c_{i, i}\right\} \in \mathbb{C}_{n}^{i}$ denote the $i$ elements of $c_{i}$. The partial ordering $\dddot{\prec}_{c}$ on $\mathbb{C}_{n}$ is based on the immediate precedence relation $\prec_{c}$ :

$$
c_{i^{\prime}} \prec_{c} c_{i} \Leftrightarrow c_{i^{\prime}}=c_{i} \backslash c_{i, j} \backslash c_{i, k} \cup\left(c_{i, j} \cup c_{i, k}\right), j \neq k, j, k \in\left\{1,2, \ldots,\left|c_{i}\right|\right\} .
$$

In words, $c_{i^{\prime}} \prec_{c} c_{i}$, read as $c_{i^{\prime}}$ immediately precedes $c_{i}$, means that $c_{i^{\prime}}$ can be obtained from $c_{i}$ by coalescing any distinct pair of elements in $c_{i}$. Thus, $c_{i^{\prime}} \prec_{c} c_{i}$ implies $\left|c_{i^{\prime}}\right|=\left|c_{i}\right|-1$.

Let the coalescent epochs be labeled $n, n-1, \ldots, 1$ as we go back in time. Thus, there are $k$ lineages during epoch $k$. We say that a lineage identified by $c_{i, j}$ in the $i$-th epoch, i.e. the lineage that subtends the sample labels in the set $c_{i, j}$, is of $m_{i, j}$ vintage
if $c_{i, j}$ originated in epoch $m_{i, j}$. We also say that $m_{i, j}$ is the coalescent-epoch vintage or simply the vintage of $c_{i, j}$. We notate such lineage-vintage pairs, lineage ${ }^{\text {(vintage }\rangle}$, or vintaged lineages by $b_{i, j}:=c_{i, j}^{\left\langle m_{i, j}\right\rangle}$ and let

$$
b_{i}:=\left\{b_{i, 1}, b_{i, 2}, \ldots, b_{i, i}\right\}:=\left\{c_{i, 1}^{\left\langle m_{i, 1}\right\rangle}, c_{i, 2}^{\left\langle m_{i, 2}\right\rangle}, \ldots, c_{i, i}^{\left\langle m_{i, i}\right\rangle}\right\},
$$

denote the $i$ vintaged lineages in epoch $i$ formed by pairing the $j$-th element $c_{i, j} \in c_{i} \in$ $\mathbb{C}_{n}^{i}$ with its respective vintage $m_{i, j} \in\{n, n-1, \ldots, i\}$, for each $j \in\{1,2, \ldots, i\}$. Let the set of such $b_{i}$ 's be $\mathbb{B}_{n}^{i}$ and let $\mathbb{B}_{n}:=\bigcup_{i=1}^{n} \mathbb{B}_{n}^{i}$. Thus, $\mathbb{B}_{n}$ is a vintage augmentation of $\mathbb{C}_{n}$. The partial ordering $\dddot{\prec}_{b}$ on $\mathbb{B}_{n}$ is inherited from the immediate precedence relation $\prec_{b}$ :

$$
\begin{aligned}
b_{i^{\prime}} \prec_{b} b_{i} \Leftrightarrow b_{i^{\prime}}=b_{i} \backslash c_{i, j}^{\left\langle m_{i, j}\right\rangle} \backslash c_{i, k}^{\left\langle m_{i, k}\right\rangle} \bigcup\left(c_{i, j} \cup c_{i, k}\right)^{\langle | b_{i}|-1\rangle} & \\
& j \neq k, j, k \in\left\{1,2, \ldots,\left|b_{i}\right|\right\} .
\end{aligned}
$$

In words, $b_{i^{\prime}} \prec_{b} b_{i}$, read as $b_{i^{\prime}}$ immediately precedes $b_{i}$, means that $b_{i^{\prime}}$ can be obtained from $b_{i}$ by coalescing any distinct pair of lineages in $b_{i}$ and updating the coalesced lineage's vintage tag to that of the new epoch label. Let $b:=\left(b_{n}, b_{n-1}, \ldots, b_{1}\right)$ be a sequence of states in $\mathbb{B}_{n}$ that consecutively satisfy the immediate precedence relation $\prec_{b}$ and the set of such $b$-sequences be $\mathcal{B}_{n}$, i.e.,

$$
\begin{aligned}
& b:=\left(b_{n}, b_{n-1}, \ldots, b_{1}\right) \\
& \in \mathcal{B}_{n}:=\left\{b: b_{i} \in \mathbb{B}_{n}^{i}, b_{i-1} \prec_{b} b_{i}, \forall i \in\{n, n-1, \ldots, 3,2\}\right\} .
\end{aligned}
$$

The initial state and the final absorbing state of $\left\{B^{\uparrow}(k)\right\}_{k \in[n]_{-}}$, the jump chain on $\mathbb{B}_{n}$, are $b_{n}=\left\{\{1\}^{\langle n\rangle},\{2\}^{\langle n\rangle}, \ldots,\{n\}^{\langle n\rangle}\right\}$ and $b_{1}=\left\{\{1,2, \ldots, n\}^{\langle 1\rangle}\right\}$, respectively. The three $b$-sequences when $n=3$ are given in Table 3. Next we give the transition probabilities of $\left\{B^{\uparrow}(k)\right\}_{k \in[n]-}$ on $\mathbb{B}_{n}$.

Proposition 3.1 (Backward transition probabilities of a $b$-sequence). The transition probabilities of the jump Markov chain $\left\{B^{\uparrow}(k)\right\}_{k}$, with discrete time $k=n, n-$ $1, \ldots, 2,1$ and finite state space $\mathbb{B}_{n}$ are:

$$
P\left(b_{i-1} \mid b_{i}\right)= \begin{cases}\binom{i}{2}^{-1} & \text { if } b_{i-1} \prec_{b} b_{i}, b_{i} \in \mathbb{B}_{n}^{i}  \tag{10}\\ 0 & \text { otherwise }\end{cases}
$$

Proof. When there are $i$ vintaged lineages in the $i$-th coalescent epoch, a coalescence event can reduce the number of lineages to $i-1$ by coalescing one of $\binom{i}{2}$ many pairs of vintaged lineages uniformly at random. Hence, the inverse $\binom{i}{2}^{-1}$ appears
in the transition probabilities. The conditions that $b_{i-1} \prec_{b} b_{i}$ and $b_{i} \in \mathbb{B}_{n}^{i}$ for each $i \in\{n, n-1, \ldots, 3,2\}$ ensure that our $b$-sequence $b=\left(b_{n}, \ldots, b_{1}\right)$ remains in $\mathcal{B}_{n}$ as we go backwards in time from the $i$-th coalescent epoch with $i$ samples to the $(i-1)$-th coalescent epoch.

Proposition 3.2 (Probabilities of a $b$-sequence). The probability of $a b$-sequence $b:=\left(b_{n}, b_{n-1}, \ldots, b_{1}\right) \in \mathcal{B}_{n}$ is:

$$
\begin{equation*}
P(b)=P\left(b_{n-1} \mid b_{n}\right) P\left(b_{n-2} \mid b_{n-1}\right) \cdots P\left(b_{1} \mid b_{2}\right)=\frac{2^{n-1}}{n!(n-1)!} . \tag{11}
\end{equation*}
$$

Proof. The first equality in (11) is a consequence of Markov property and the second equality results from a telescoping cancellation when applying 10 to the product components of the second term in (11).

Therefore the probability of a $b$-sequence in (11) is constant for all $b$-sequences, i.e. it is uniformly distributed over $\mathcal{B}_{n}$ with

$$
\begin{equation*}
P(b)=\frac{1}{\left|\mathcal{B}_{n}\right|} \Longrightarrow\left|\mathcal{B}_{n}\right|=\frac{n!(n-1)!}{2^{n-1}} \tag{12}
\end{equation*}
$$

Proposition 3.3 (Bijection between ranked, labeled trees and $b$-sequences). There is a bijection between the set of ranked, labeled trees on $n$ leaves and $\mathcal{B}_{n}$, the set of $b$-sequences.

Proof. It is easy to see that each ranked, labeled tree induces a distinct $b$-sequence and any two distinct $b$-sequences induce two distinct ranked, labeled trees.

The next proposition gives the probability of visiting a particular state $b_{i}$ with $i$ blocks.

Proposition 3.4 (Probability of $b_{i} \in \mathbb{B}_{n}^{i}$ ). Without loss of generality, let us chronologically list $b_{i}=\left\{c_{i, 1}^{\left\langle m_{i, 1}\right\rangle}, c_{i, 2}^{\left\langle m_{i, 2}\right\rangle}, \ldots, c_{i, i}^{\left\langle m_{i, i}\right\rangle}\right\}$, such that $m_{i, 1} \leq m_{i, 2} \leq \cdots \leq m_{i, i}$. Let $c_{i, 1: j}:=c_{i, 1} \cup c_{i, 2} \cup \cdots \cup c_{i, j}$, where $c_{i, j}$ 's are the unvintaged blocks in the chronologically listed $b_{i}$. Then,

$$
\begin{equation*}
P\left(b_{i}\right)=\frac{i!(i-1)!}{n!(n-1)!}\left(\frac{\prod_{j=1}^{i^{\prime}}\left|c_{i, j}\right|!\left(\left|c_{i, j}\right|-1\right)\left(\left|c_{i, 1: j}\right|-j-1-m_{i, j}+i\right)!}{\prod_{j=1}^{i^{\prime}-1}\left(\left|c_{i, 1: j}\right|-j-m_{i, j+1}+i\right)!}\right) \tag{13}
\end{equation*}
$$

Proof. For a $b$-sequence $b \in \mathbb{B}_{n}$ define $b_{n: i}:=\left(b_{n}, b_{n-1}, \ldots, b_{i+1}, b_{i}\right)$. Then by (11) and (10),

$$
P\left(b_{n: i}\right):=P\left(\left(b_{n}, \ldots, b_{i}\right)\right)=P\left(b_{n-1} \mid b_{n}\right) \ldots P\left(b_{i} \mid b_{i+1}\right)=\frac{2^{n-i} i!(i-1)!}{n!(n-1)!}
$$

In particular, each sequence $b_{n: i}$ is equally likely. Let $N_{i}$ be the number of $b_{n: i^{-}}$ sequences which lead to $b_{i}=\left\{c_{i, 1}^{\left\langle m_{i, 1}\right\rangle}, c_{i, 2}^{\left\langle m_{i, 2}\right\rangle}, \ldots, c_{i, i}^{\left\langle m_{i, i}\right\rangle}\right\}$. Determining $N_{i}$ establishes the probability for $b_{i}$, since each $b_{n: i}$-sequence is equally likely, i.e.

$$
\begin{equation*}
P\left(b_{i}\right)=P\left(b_{n: i}\right) N_{i} \tag{14}
\end{equation*}
$$

Without loss of generality, we can assume for a given $b_{i}$, we have $m_{i, 1} \leq m_{i, 2} \leq \cdots \leq$ $m_{i, i}$. Thus, we assume that each $b_{i}$ is chronologically listed. Let $i^{\prime}=\max \left\{j: m_{i, j}<\right.$ $n\}$. Further define $c_{i, 1} \cup c_{i, 2} \cup \cdots \cup c_{i, j-1}=: c_{i, 1: j-1}$.

For a vintaged lineage $b_{i, j}=c_{i, j}^{\left\langle m_{i, j}\right\rangle}$ in epoch $i$, the number of possible $b$-sequences in $\mathcal{B}_{\left|c_{i, j}\right|}$ using (12) is:

$$
\begin{equation*}
\left|\mathcal{B}_{\left|c_{i, j}\right|}\right|=\frac{\left|c_{i, j}\right|!\left(\left|c_{i, j}\right|-1\right)!}{2^{\left|c_{i, j}\right|-1}} \tag{15}
\end{equation*}
$$

In order to calculate $N_{i}$, we need to define $N_{i, j}$. Let $N_{i, j}$ be the number of $b$ sequences on the label set $c_{i, 1: j}$ stopped when all but $j$ lineages coalesced, respecting (1) a fixed $b$-sequence on the label set $c_{i, 1: j-1}$ stopped when all but $j-1$ lineages coalesced, and respecting (ii) a fixed $b$-sequence on the label set $c_{i, j}, j \leq i^{\prime}$ stopped when all lineages coalesced. We have

$$
\begin{equation*}
N_{i}=\left|\mathcal{B}_{\left|c_{i, 1}\right|}\right| \times\left|\mathcal{B}_{\left|c_{i, 2}\right|}\right| \times N_{i, 2} \times\left|\mathcal{B}_{\left|c_{i, 3}\right|}\right| \times N_{i, 3} \times \cdots \times\left|\mathcal{B}_{\mid c_{i, i} i^{\prime}}\right| \times N_{i, i^{\prime}} \tag{16}
\end{equation*}
$$

We will now determine $N_{i, j}$. Note that there are $\left|c_{i, 1: j-1}\right|-(j-1)$ coalescent events on $c_{i, 1: j-1}$ up to epoch $i$. There are $\left|c_{i, j}\right|-1$ coalescent events on $c_{i, j}$. The coalescent events in epoch $i, i+1, \ldots, m_{i, j}-1$ happen on $c_{i, 1: j-1}$, coalescent event $m_{i, j}$ happens on $c_{i, j}$. The remaining elements are shuffled together arbitrarily, the number of possible shuffles equals $N_{i, j}$, which is,

$$
\begin{equation*}
N_{i, j}=\binom{\left|c_{i, 1: j-1}\right|-(j-1)-\left(m_{i, j}-i\right)+\left|c_{i, j}\right|-2}{\left|c_{i, j}\right|-2} \tag{17}
\end{equation*}
$$

So overall, using Equations (14-17), we obtain,

$$
\begin{aligned}
P\left(b_{i}\right)= & P\left(b_{n: i}\right) N_{i} \\
= & 2^{n-i} \frac{i!(i-1)!}{n!(n-1)!} \prod_{j=1}^{i^{\prime}} \frac{\left|c_{i, j}\right|!\left(\left|c_{i, j}\right|-1\right)!}{2^{\left|c_{i, j}\right|-1}} \\
& \prod_{j=2}^{i^{\prime}}\binom{\left|c_{i, 1: j-1}\right|-(j-1)-\left(m_{i, j}-i\right)+\left|c_{i, j}\right|-2}{\left|c_{i, j}\right|-2} \\
= & \frac{i!(i-1)!}{n!(n-1)!}\left(\prod_{j=1}^{i^{\prime}}\left|c_{i, j}\right|!\right)\left(\left|c_{i, 1}\right|-1\right)!\left(\prod_{j=2}^{i^{\prime}} \frac{\left(\left|c_{i, j}\right|-1\right)\left(\left|c_{i, 1: j}\right|-j-1-\left(m_{i, j}-i\right)\right)!}{\left(\left|c_{i, 1: j-1}\right|-j+1-\left(m_{i, j}-i\right)\right)!}\right) \\
= & \frac{i!(i-1)!}{n!(n-1)!}\left(\prod_{j=1}^{i^{\prime}}\left|c_{i, j}\right|!\right)\left(\left|c_{i, 1}\right|-1\right)! \\
& \quad\left(\prod_{j=2}^{i^{\prime}}\left(\left|c_{i, j}\right|-1\right)\right)\left(\frac{\prod_{j=2}^{i^{\prime}}\left(\left|c_{i, 1: j}\right|-j-1-\left(m_{i, j}-i\right)\right)!}{\prod_{j=1}^{i^{\prime}-1}\left(\left|c_{i, 1: j}\right|-j-\left(m_{i, j+1}-i\right)\right)!}\right) \\
= & \frac{i!(i-1)!}{n!(n-1)!}\left(\prod_{j=1}^{i^{\prime}}\left|c_{i, j}\right|!\left(\left|c_{i, j}\right|-1\right)\right)\left(\frac{\prod_{j=1}^{i^{\prime}}\left(\left|c_{i, 1: j}\right|-j-1-m_{i, j}+i\right)!}{\prod_{j=1}^{i^{\prime}-1}\left(\left|c_{i, 1: j}\right|-j-m_{i, j+1}+i\right)!}\right) \\
= & \frac{i!(i-1)!(n+(n-1)!}{n!}\left(\frac{\prod_{j=1}^{i^{\prime}}\left|c_{i, j}\right|!\left(\left|c_{i, j}\right|-1\right)\left(\left|c_{i, 1: j}\right|-j-1-m_{i, j}+i\right)!}{\prod_{j=1}^{i^{\prime}-1}\left(\left|c_{i, 1: j}\right|-j-m_{i, j+1}+i\right)!}\right)
\end{aligned}
$$

which completes the proof.
Next we study the jump Markov chain on $\mathbb{B}_{n}$ forward in time. This chain is denoted by $\left\{B^{\downarrow}(k)\right\}_{k \in[n]_{+}}$over the ordered time index set $[n]_{+}:=\{1,2, \ldots, n\}$ that denotes the epochs.

Proposition 3.5 (Forward transition probabilities of a $b$-sequence). The transition probability from state $b_{i-1}$ to state $b_{i}$, such that $b_{i-1} \prec_{b} b_{i} \in \mathbb{B}_{n}^{i}$, in the forward jump chain $\left\{B^{\downarrow}(k)\right\}_{k \in[n]_{+}}$, denoted by $P\left(b_{i} \mid b_{i-1}\right)$ is, by Bayes law,

$$
P\left(b_{i} \mid b_{i-1}\right)=\frac{P\left(b_{i-1} \mid b_{i}\right) P\left(b_{i}\right)}{P\left(b_{i-1}\right)}=\frac{P\left(b_{i}\right)}{\binom{i}{2} P\left(b_{i-1}\right)}
$$

using the $P\left(b_{i}\right)$ from Equation 13 .
Let $\left\{{ }^{N} B^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$be the discrete time sample genealogical Markov chain of $n$ vintaged sample lineages labeled by $\mathfrak{L}=\{1,2, \ldots, n\}$ and taken at random from the present generation of a Wright-Fisher population of constant size $N$ over the state space $\mathbb{B}_{n}$. We derive an approximation of this chain in rescaled time next.

Proposition 3.6 (Vintaged and labeled $n$-coalescent). The $\lfloor N t\rfloor$-step transition probabilities, ${ }^{N} P_{b_{i}, b_{i^{\prime}}}(\lfloor N t\rfloor)$, of the chain $\left\{{ }^{N} B^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$, converge to the transition probabilities of the continuous-time Markov chain $\left\{B^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$with rate matrix $Q$, i.e.

$$
{ }^{N} P_{b_{i}, b_{i^{\prime}}}(\lfloor N t\rfloor) \xrightarrow{N \rightarrow \infty} P_{b_{i}, b_{i^{\prime}}}(t)=\exp (Q t),
$$

where the entries of $Q, q\left(b_{i^{\prime}} \mid b_{i}\right), b_{i^{\prime}}, b_{i} \in \mathbb{B}_{n}$, specifying the transition rate from $b_{i}$ to $b_{i^{\prime}}$, are:

$$
q\left(b_{i^{\prime}} \mid b_{i}\right)=\left\{\begin{array}{ll}
-\binom{i}{2} & \text { if } b_{i^{\prime}}=b_{i}, b_{i} \in \mathbb{B}_{n}^{i}  \tag{18}\\
P\left(b_{i^{\prime}} \mid b_{i}\right)\binom{i}{2}=\binom{i}{2}^{-1}\binom{i}{2}=1 & \text { if } b_{i^{\prime}} \prec_{b} b_{i} \\
0 & \text { otherwise }
\end{array} .\right.
$$

We call this continuous-time Markov chain as the vintaged and labeled $n$-coalescent. The initial state is $b_{n}=\left\{\{1\}^{\langle n\rangle},\{2\}^{\langle n\rangle}, \ldots,\{n\}^{\langle n\rangle}\right\}$ and the final absorbing state is $b_{1}=\left\{\{1,2, \ldots, n\}^{\langle 1\rangle}\right\}$.

Proof. The proof is merely a consequence of substituting the backward transition probabilities at $(10)$ in the general $n$-coalescent approximation of (9) since $\left\{{ }^{N} H^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$is a lumped Markov chain of $\left\{{ }^{N} B^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$.

We call this vintaged and labeled $n$-coalescent as the Kingman-Tajima $n$ coalescent. We will see that Kingman's $n$-coalescent of $\S 3.2$ as well Tajima's $n$ coalescent of $\S 3.4$ are lumped Markov processes of the Kingman-Tajima $n$-coalescent.

### 3.2 Unvintaged and labeled $n$-coalescent

We will obtain $\left\{C^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$, the Markov chain called the unvintaged and labeled $n$ coalescent over $\mathbb{C}_{n}$, by a Markov lumping of $\left\{B^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$, the vintaged and labeled $n$-coalescent over $\mathbb{B}_{n}$, that omits the epoch vintages from the states in $\mathbb{B}_{n}$. Each sequence of distinct states visited by the jump chain $\left\{C^{\uparrow}(k)\right\}_{k \in[n]-}$ that is embedded in $\left\{C^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$once again induces a ranked, labeled tree, i.e. there is a bijection between the set of sequential realizations of the jump chain of the unvintaged and labeled $n$-coalescent and the set of ranked, labeled trees. Note that we already established a bijection between the set of sequential realizations of the jump chain of the vintaged and labeled $n$-coalescent and the set of ranked, labeled trees. However, the state space of the unvintaged and labeled $n$-coalescent is significantly smaller than that of the vintaged and labeled $n$-coalescent. In our nomenclature, the unvintaged and labeled $n$-coalescent is Kingman's $n$-coalescent [15, 14]. The number of elements
in $\mathbb{C}_{n}$ is the number of set partitions of a set of size $n$ which is $\operatorname{Bell}(n)$, the $n$-th Bell number

$$
\begin{equation*}
\left|\mathbb{C}_{n}\right|=\operatorname{Bell}(n):=\sum_{j=0}^{n} S_{n}^{(j)} \tag{19}
\end{equation*}
$$

where $S_{n}^{(j)}$ is the Stirling number of the second kind.
Consider the jump Markov chain $\left\{C^{\uparrow}(k)\right\}_{k \in[n]-}$ on $\mathbb{C}_{n}$ with initial state $c_{n}=$ $\{\{1\},\{2\}, \ldots,\{n\}\}$ and final absorbing state $c_{1}=\{\{1,2, \ldots, n\}\}$, with the following transition probabilities [14, (2.2)]:

$$
P\left(c_{i^{\prime}} \mid c_{i}\right)= \begin{cases}\binom{i}{2}^{-1} & : \text { if } c_{i^{\prime}} \prec_{c} c_{i}, c_{i} \in \mathbb{C}_{n}^{i}  \tag{20}\\ 0 & : \text { otherwise }\end{cases}
$$

Now, let $c:=\left(c_{n}, c_{n-1}, \ldots, c_{1}\right)$ be a $c$-sequence or coalescent sequence obtained from the sequence of states visited by a sequential realization of $\left\{C^{\uparrow}(k)\right\}_{k \in[n]-}$, and denote the set of such $c$-sequences by

$$
\mathcal{C}_{n}:=\left\{c:=\left(c_{n}, c_{n-1}, \ldots, c_{1}\right): c_{i} \in \mathbb{C}_{n}^{i}, c_{i-1} \prec_{c} c_{i}, i \in\{n, n-1, \ldots, 2\}\right\}
$$

The probability that $c_{i} \in \mathbb{C}_{n}^{i}$ is visited by the chain [14, (2.3)] is:

$$
\begin{equation*}
P\left(c_{i}\right)=\frac{(n-i)!i!(i-1)!}{n!(n-1)!} \prod_{j=1}^{i}\left|c_{i, j}\right|!, \tag{21}
\end{equation*}
$$

and the probability of a $c$-sequence is uniformly distributed over $\mathcal{C}_{n}$ with

$$
\begin{equation*}
P(c)=\prod_{i=n}^{2} P\left(c_{i-1} \mid c_{i}\right)=\frac{2^{n-1}}{n!(n-1)!}=\frac{1}{\left|\mathcal{C}_{n}\right|} \tag{22}
\end{equation*}
$$

Let $\left\{{ }^{N} C^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$be the discrete time sample genealogical Markov chain of $n$ samples labeled by $\mathfrak{L}=\{1,2, \ldots, n\}$ and taken at random from the present generation of a Wright-Fisher population of constant size $N$ over the state space $\mathbb{C}_{n}$. We derive a continuous-time Markov chain that approximates $\left\{{ }^{N} C^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$next.

Proposition 3.7 (Unvintaged and labeled $n$-coalescent [15, (2.10)]). The $\lfloor N t\rfloor$-step transition probabilities, ${ }^{N} P_{c_{i}, c_{i^{\prime}}}(\lfloor N t\rfloor)$, of the chain $\left\{{ }^{N} C^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$, converge to the transition probabilities of the continuous-time Markov chain $\left\{C^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$with rate matrix $Q$, i.e.

$$
{ }^{N} P_{c_{i}, c_{i^{\prime}}}(\lfloor N t\rfloor) \xrightarrow{N \rightarrow \infty} P_{c_{i}, c_{i^{\prime}}}(t)=\exp (Q t),
$$

where the entries of $Q, q\left(c_{i^{\prime}} \mid c_{i}\right), c_{i^{\prime}}, c_{i} \in \mathbb{C}_{n}$, specifying the transition rate from $c_{i}$ to $c_{i^{\prime}}$, are:

$$
q\left(c_{i^{\prime}} \mid c_{i}\right)=\left\{\begin{array}{ll}
-\binom{i}{2} & \text { if } c_{i^{\prime}}=c_{i}, c_{i} \in \mathbb{C}_{n}^{i}  \tag{23}\\
P\left(c_{i^{\prime}} \mid c_{i}\right)\binom{i}{2}=\binom{i}{2}^{-1}\binom{i}{2}=1 & \text { if } c_{i^{\prime}} \prec_{c} c_{i} \\
0 & \text { otherwise }
\end{array} .\right.
$$

We call this continuous-time Markov chain as the unvintaged and labeled $n$ coalescent. The initial state is $c_{n}=\{\{1\},\{2\}, \ldots,\{n\}\}$ and the final absorbing state is $c_{1}=\{\{1,2, \ldots, n\}\}$.

Proof. The proof is merely a consequence of substituting the backward transition probabilities at (20) in the general $n$-coalescent approximation of (9) since $\left\{{ }^{N} H^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$is a lumped Markov chain of $\left\{{ }^{N} C^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$.

The unvintaged and labeled $n$-coalescent is Kingman's $n$-coalescent [15, 14] specifically constructed in [14, (Sections 1, 2)]. We retain our nomenclature to emphasize the particularities of the sample genealogical resolution of Kingman's $n$-coalescent. Figure 2 depicts the coalescent tree space ${ }^{\mathcal{C}_{3}} \mathbb{T}_{3}=\mathcal{C}_{3} \times[0, \infty)^{2}$ for the label set $\mathfrak{L}=\{1,2,3\}$ with sample size $n=3$. Thus, elements of ${ }^{\mathcal{C}_{3}} \mathbb{T}_{3}$ are the sequence of states and their waiting-times visited by the continuous time Markov chain $\left\{C^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$on $\mathbb{C}_{n}$.

Remark 3.8. We can show that $P\left(c_{i}\right)$ can also be obtained from $P\left(b_{i}\right)$ in 13). Since we are not interested in the coalescent vintage of any of our lineages, Equation (17) becomes

$$
\binom{\left|c_{i, 1: j-1}\right|-(j-1)+\left|c_{i, j}\right|-1}{\left|c_{i, j}\right|-1}
$$

as we allow any shuffle of the $\left|c_{i, 1: j-1}\right|-(j-1)$ coalescent events with the $\left|c_{i, j}\right|-1$ coalescent events. Let $i^{\prime}=\max \left\{j: m_{i, j}<n\right\}$. We have,

$$
\begin{aligned}
P\left(c_{i}\right) & =2^{n-i} \frac{i!(i-1)!}{n!(n-1)!} \prod_{j=1}^{i^{\prime}} \frac{\left|c_{i, j}\right|!\left(\left|c_{i, j}\right|-1\right)!}{2^{c_{i, j} \mid-1}} \prod_{j=2}^{i^{\prime}}\binom{\left|c_{i, 1: j-1}\right|-(j-1)+\left|c_{i, j}\right|-1}{\left|c_{i, j}\right|-1} \\
& =\frac{i!(i-1)!}{n!(n-1)!}\left(\prod_{j=1}^{i^{\prime}}\left|c_{i, j}\right|!\right)\left(\left|c_{i, 1}\right|-1\right)!\left(\prod_{j=2}^{i^{\prime}} \frac{\left(\left|c_{i, 1: j}\right|-j\right)!}{\left(\left|c_{i, 1: j-1}\right|-(j-1)\right)!}\right) \\
& =\frac{i!(i-1)!}{n!(n-1)!}\left(\prod_{j=1}^{i^{\prime}}\left|c_{i, j}\right|!\right)\left(\frac{\prod_{j=1}^{i^{\prime}}\left(\left|c_{i, 1: j}\right|-j\right)!}{\prod_{j=1}^{i \prime}\left(\left|c_{i, 1: j}\right|-j\right)!}\right) \\
& =\frac{i!((i-1)!}{n!(n-1)!}\left(\prod_{j=1}^{i^{\prime}}\left|c_{i, j}\right|!\right)(n-i)!
\end{aligned}
$$

since $\left(\left|c_{i, 1: i^{\prime}}\right|-i^{\prime}\right)!=\left(n-\left(i-i^{\prime}\right)-i^{\prime}\right)$ !. Therefore, $P\left(c_{i}\right)$ can be obtained from $P\left(b_{i}\right)$, the probability that a vintaged and labeled $n$-coalescent visits a particular vintaged partition $b_{i}$ in $\mathbb{B}_{n}^{i}$.

Proposition 3.9 (Bijection between ranked, labeled trees and $c$-sequences). There is a bijection between ranked, labeled trees on $n$ leaves and $\mathcal{C}_{n}$, the set of $c$-sequences.

Proof. It is easy to see that each ranked, labeled tree induces a different $c$-sequence. Vice versa, any two different $c$-sequences induce two different ranked, labeled trees.

Proposition 3.10 (Forward transition probabilities of a $c$-sequence). The transition probability of the forward jump chain $\left\{C^{\downarrow}(k)\right\}_{k \in[n]_{+}}$from $c_{i-1} \in \mathbb{C}_{n}^{i-1}$ to $c_{i} \in \mathbb{C}_{n}^{i}$, where $c_{i-1} \prec_{c} c_{i}$, and $j, j^{\prime}, j^{\prime \prime}$ are indices such that $c_{i, j} \cup c_{i, j^{\prime}}=c_{i-1, j^{\prime \prime}}$, is

$$
P\left(c_{i} \mid c_{i-1}\right)=\frac{2}{(n-i+1)\left(\begin{array}{c}
\left|c_{i, j}\right|+\left|c_{i, j^{\prime}}\right|  \tag{24}\\
\left|c_{i, j}\right|
\end{array}\right.} .
$$

Proof. For the forward jump chain $\left\{C^{\downarrow}(k)\right\}_{k \in[n]_{+}}$, first consider the case when $c_{i-1} \prec_{c}$ $c_{i}$ with $c_{i} \in \mathbb{C}_{n}^{i}$ and $j, j^{\prime}, j^{\prime \prime}$ such that $c_{i, j} \cup c_{i, j^{\prime}}=c_{i-1, j^{\prime \prime}} \in c_{i-1}$. Then with Bayes' rule,

$$
\begin{aligned}
P\left(c_{i} \mid c_{i-1}\right) & =\frac{P\left(c_{i-1} \mid c_{i}\right) P\left(c_{i}\right)}{P\left(c_{i-1}\right)} \\
& =\frac{(n-i)!i!(i-1)!\prod_{j=1}^{i}\left|c_{i, j}\right|!n!(n-1)!}{\binom{i}{2} n!(n-1)!(n-i+1)!(i-1)!(i-2)!\prod_{j=1}^{i-1}\left|c_{i-1, j}\right|!} \\
& =\frac{2 \prod_{j=1}^{i}\left|c_{i, j}\right|!}{(n-i+1) \prod_{j=1}^{i-1}\left|c_{i-1, j}\right|!}=\frac{2\left|c_{i, j}\right|!\left|c_{i, j^{\prime}}\right|!}{(n-i+1)\left|c_{i-1, j^{\prime \prime}}\right|!} \\
& =\frac{2\left|c_{i, j}\right|!\left|c_{i, j^{\prime}}\right|!}{(n-i+1)\left(\left|c_{i, j}\right|+\left|c_{i, j^{\prime} \mid}\right|\right)!}=\frac{2}{(n-i+1)\left({ }^{\left|c_{i, j}\right|+\left|c_{i, j^{\prime}}\right|} \mid\right.}
\end{aligned}
$$

If we do not have $c_{i-1} \prec_{c} c_{i}$, then $P\left(c_{i} \mid c_{i-1}\right)=0$.
Note that we can also obtain the relationship in (22) from the forward transition probabilities in (24):

$$
\begin{equation*}
P(c)=\prod_{i=1}^{n-1} P\left(c_{i+1} \mid c_{i}\right)=\frac{2^{n-1}}{(n-1)!} \frac{1}{\left(\left|c_{2, j}\right|+\left|c_{2, j^{\prime}}\right|\right)!}=\frac{2^{n-1}}{(n-1)!n!} \tag{25}
\end{equation*}
$$

Remark 3.11. Our forward-time Markov chain $\left\{C^{\downarrow}(k)\right\}_{k \in[n]_{+}}$on $\mathbb{C}_{n}$ is different from Aldous' beta-splitting model [2]. The beta-splitting model also produces bipartitions of a label set forward in time as a Markov branching model. The distinguishing feature of the beta-splitting model is its recursive repetition of the same bipartitioning or splitting process anew on elements of a partition of the label set. Therefore the betasplitting model only induces labeled trees, but no ranking. When the parameter $\beta=$ 0 , the beta-splitting model induces the same distribution on labeled trees (without ranking) as the vintaged/unvintaged and labeled $n$-coalescent. In $\S 4.3$ we revisit Aldous' shape statistics that originated under the beta-splitting model from the lumped Markov chains of $\S 3.5$; $\left\{F^{\uparrow}(k)\right\}_{k \in[n]_{+}}$and $\left\{F^{\downarrow}(k)\right\}_{k \in[n]_{+}}$on $\mathbb{F}_{n}$.

Proposition 3.12 (Markov lumping from $\mathbb{B}_{n}$ to $\mathbb{C}_{n}$ via $\mathscr{C}$ ). Let the vintage-dropping map $\mathscr{C}\left(b_{j}\right)=c_{j}: \mathbb{B}_{n} \rightarrow \mathbb{C}_{n}$ be the following:

$$
\mathscr{C}\left(b_{j}\right):=\mathscr{C}\left(\left\{b_{j, 1}, \ldots, b_{j, j}\right\}\right):=\mathscr{C}\left(\left\{c_{j, 1}^{\left\langle m_{j, 1}\right\rangle}, \ldots, c_{j, j}^{\left\langle m_{j, j}\right\rangle}\right\}\right)=\left\{c_{j, 1}, \ldots, c_{j, j}\right\}
$$

The lumped chain, $\left\{B^{\uparrow^{\mathscr{C}}}(i)\right\}_{i \in[n]_{-}}$, of $\left\{B^{\uparrow}(i)\right\}_{i \in[n]_{-}}$, the jump Markov chain of the vintaged and labeled $n$-coalescent on $\mathbb{B}_{n}$, is Markov and equivalent to $\left\{C^{\uparrow}(i)\right\}_{i \in[n]-}$, the jump Markov chain of the unvintaged and labeled $n$-coalescent on $\mathbb{C}_{n}$.

Proof. Let $c_{i}, c_{j}$ be any two states in $\mathbb{C}_{n}$ and $\mathscr{C}^{-1}\left(c_{i}\right), \mathscr{C}^{-1}\left(c_{j}\right)$ be their respective inverse images in $\mathbb{B}_{n}$. Then, the probability of moving from a state $b_{k} \in \mathscr{C}^{-1}\left(c_{i}\right)$ to the set $\mathscr{C}^{-1}\left(c_{j}\right)$ :

$$
P\left(\mathscr{C}^{-1}\left(c_{j}\right) \mid b_{k}\right)=\sum_{b_{j^{\prime}} \in \mathscr{C}-1\left(c_{j}\right)} P\left(b_{j^{\prime}} \mid b_{k}\right)= \begin{cases}\binom{i}{2}^{-1} & \text { if } b_{j^{\prime}} \prec_{b} b_{k}, b_{k} \in \mathbb{B}_{n}^{i} \\ 0 & \text { otherwise }\end{cases}
$$

only depends on $b_{k}$ through $\mathscr{C}^{-1}\left(c_{i}\right)$ and more specifically through $i=\left|c_{i}\right|$. The Proposition 3.12 follows from Proposition 2.2 .

### 3.3 Vintaged and sized $n$-coalescent

Under $\left\{D^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$, the vintaged and sized $n$-coalescent, in each state $d_{i} \in \mathbb{D}_{n}$, we keep track of the number of descendants of each lineage along with its vintage. Each sequence of visited states or sequential realization of the jump chain, $\left\{D^{\uparrow}(k)\right\}_{k \in[n]-}$, embedded within $\left\{D^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$, induces a ranked tree shape. We will see that there is a bijection between the set of sequential realizations of $\left\{D^{\uparrow}(k)\right\}_{k \in[n]-}$ and the set of ranked tree shapes. Next, we develop the $n$-coalescent approximation of the sample genealogy at the resolution of ranked tree shapes.

Consider the coalescent epoch $i$ during which there are $i$ lineages. Let $d_{i, j}$ denote the number of leaves subtended by a lineage during the $i$-th epoch with coalescent vintage $j=1,2, \ldots, n-1$. Let $d_{i, n}$ represent the number of leaf lineages (i.e. the number of lineages with coalescent vintage $n$ ) during the $i$-th epoch:

$$
d_{i, n}=n-\sum_{j=1}^{n-1} d_{i, j}
$$

Let the number of leaves subtended by the non-leaf lineages during the $i$-th epoch be vintage-specifically represented by $d_{i}:=\left(d_{i, 1}, d_{i, 2}, \ldots, d_{i, n-1}\right)$. The state space of such vintaged and sized ancestral sample lineages during the $i$-th epoch can be defined by the set,

$$
\mathbb{D}_{n}^{i}:=\left\{d_{i} \in \mathbb{Z}_{+}^{n-1}:\left\{\begin{array}{l}
\sum_{j=1}^{i-1} d_{i, j}=0, \\
\sum_{j=1}^{n-1} \mathbf{1}_{\mathbb{N}}\left(d_{i, j}\right)+\left(n-\sum_{j=1}^{n-1} d_{i, j}\right)=i, \\
d_{i, 1} \neq 1, d_{i, 2} \neq 1, \ldots, d_{i, n-1} \neq 1
\end{array}\right\}\right.
$$

with $\mathbb{D}_{n}:=\cup_{i=1}^{n} \mathbb{D}_{n}^{i}$.
Let $e_{i}$ be the $i$-th unit vector of length $n$. The partial ordering $\dddot{\prec}_{d}$ of interest on $\mathbb{D}_{n}$ is based on the immediate precedence relation $\prec_{d}$. We say $d_{i^{\prime}} \prec_{d} d_{i} \in \mathbb{D}_{n}^{i}$ if and only if:

$$
d_{i^{\prime}}=\left\{\begin{array}{ll}
d_{i}+\left(d_{i, j}+d_{i, k}\right) e_{i-1} & \\
\quad-d_{i, j} e_{j}-d_{i, k} e_{k} & \text { if } i \leq j<k<n, d_{i, j} \neq 0, d_{i, k} \neq 0 \\
d_{i}+\left(d_{i, j}+1\right) e_{i-1}-d_{i, j} e_{j} & \text { if } i \leq j<n, d_{i, j} \neq 0, d_{i, n} \geq 1 \\
d_{i}+2 e_{i-1} & \text { if } d_{i, n} \geq 2
\end{array} .\right.
$$

A $d$-sequence $d:=\left(d_{n}, d_{n-1}, \ldots, d_{1}\right)$ is an $n \times(n-1)$ matrix:

$$
d:=\left(\begin{array}{c}
d_{1} \\
d_{2} \\
\vdots \\
d_{n-1} \\
d_{n}
\end{array}\right):=\left(\begin{array}{cccc}
d_{1,1} & d_{1,2} & \cdots & d_{1, n-1} \\
d_{2,1} & d_{2,2} & \cdots & d_{2, n-1} \\
\vdots & \vdots & \ddots & \vdots \\
d_{n-1,1} & d_{n-1,2} & \cdots & d_{n-1, n-1} \\
d_{n, 1} & d_{n, 2} & \cdots & d_{n, n-1}
\end{array}\right),
$$

that is obtained from a sequence of immediately preceding states in $\mathbb{D}_{n}$. Let $\mathcal{D}_{n}$ be the set of such $d$-sequences,

$$
d \in \mathcal{D}_{n}:=\left\{d:=\left(d_{n}, d_{n-1}, \ldots, d_{1}\right): d_{i} \in \mathbb{D}_{n}^{i}, d_{i-1} \prec_{d} d_{i}, i \in\{2,3, \ldots, n\}\right\}
$$

The initial state and the final states of the jump chain $\left\{D^{\uparrow}(k)\right\}_{k \in[n]-}$ are

$$
\begin{aligned}
d_{n}=\left(d_{n, 1}, d_{n, 2}, \ldots, d_{n, n-1}\right)= & (0,0, \ldots, 0) \in \mathbb{D}_{n}^{n} \text { and } \\
& d_{1}=\left(d_{1,1}, d_{1,2}, \ldots, d_{1, n-1}\right)=(n, 0,0, \ldots, 0) \in \mathbb{D}_{n}^{1},
\end{aligned}
$$

respectively, and $\mathcal{D}_{n}$ is the set of $d$-sequences or sequential realizations of this chain on $\mathbb{D}_{n}$.

Proposition 3.13 (Backward transition probabilities of a $d$-sequence). The transition probabilities of the jump Markov chain $\left\{D^{\uparrow}(k)\right\}_{k \in[n]_{-}}$on $\mathbb{D}_{n}$ is:

$$
P\left(d_{i^{\prime}} \mid d_{i}\right)=\left\{\begin{array}{ll}
\binom{d_{i, n}}{d_{i, n}-d_{i^{\prime}, n}}\binom{i}{2}^{-1} & \text { if } d_{i^{\prime}} \prec_{d} d_{i} \in \mathbb{D}_{n}^{i}  \tag{26}\\
0 & \text { otherwise }
\end{array} .\right.
$$

Proof. The number of leaf lineages that coalesced at the end of epoch $i$ is $d_{i, n}-$ $d_{i^{\prime}, n}$, where $\mathbb{D}_{n}^{i-1} \ni d_{i^{\prime}} \prec_{d} d_{i} \in \mathbb{D}_{n}^{i}$. Note that $\left(d_{i, n}-d_{i^{\prime}, n}\right) \in\{0,1,2\}$, for any $i \in\{2,3, \ldots, n\}$. Therefore, three type of coalescent events need to be discriminated among the $\binom{i}{2}$ many pairs from $i$ distinct lineages during epoch $i$. First, when $\left(d_{i, n}-\right.$ $\left.d_{i^{\prime}, n}\right)=0$ we have a coalescent event between two specific non-leaf lineages, each with coalescent vintage smaller than $n$. Thus, there is exactly $\binom{d_{i, n}}{0}=1$ such event among $\binom{i}{2}$ possibilities. Second, when $\left(d_{i, n}-d_{i^{\prime}, n}\right)=1$ we have a coalescent event between one specific non-leaf lineage and any one of $d_{i, n}$ many leaf lineages. Thus, there are exactly $\binom{d_{i, n}}{1}=d_{i, n}$ many events among $\binom{i}{2}$ possibilities of the second type. Third, when $\left(d_{i, n}-d_{i^{\prime}, n}\right)=2$ we have a coalescent event between any two of $d_{i, n}$ many leaf lineages. Thus, there are exactly $\binom{d_{i, n}}{2}$ many events among $\binom{i}{2}$ possibilities of the third type. All three types of events are accounted for in (26).

Proposition 3.14 (Probability of a $d$-sequence). The probability of a d-sequence can be obtained as follows:

$$
\begin{equation*}
P(d)=\frac{2^{n-\beth(d)-1}}{(n-1)!} \tag{27}
\end{equation*}
$$

where $\beth(g)$ is the number of cherries in d, i.e. the number of times that we have $d_{i, n}-d_{i-1, n}=2$ as $i$ varies from $n$ to 2 . More formally,

$$
\boldsymbol{I}(d):=\sum_{i=2}^{n} \mathbf{1}_{\{2\}}\left(d_{i, n}-d_{i-1, n}\right)
$$

Note that $P(d)$ has been established in [28, Eqn. 1].

Proof.

$$
\begin{aligned}
P(d) & =\prod_{i=n}^{2} P\left(d_{i-1} \mid d_{i}\right)=\prod_{i=n}^{2}\binom{d_{i, n}}{d_{i, n}-d_{i-1, n}}\binom{i}{2}^{-1} \\
& =\prod_{i=n}^{2} \frac{d_{i, n}!}{d_{i-1, n}!\left(d_{i, n}-d_{i-1, n}\right)!}\binom{i}{2}^{-1}=d_{n, n}!\prod_{i=n}^{2} \frac{1}{\left(d_{i, n}-d_{i-1, n}\right)!}\binom{i}{2}^{-1} \\
& =n!\left(\prod_{i=n}^{2}\left(\left(d_{i, n}-d_{i-1, n}\right)!\right)^{-1}\right)\left(\prod_{i=n}^{2}\binom{i}{2}^{-1}\right)^{-1} \\
& =n!\left(\prod_{j=0,1,2}(j!)^{-\sum_{i=2}^{n} \mathbf{1}_{\{j\}}\left(d_{i, n}-d_{i-1, n}\right)}\right) \prod_{i=n}^{2}\binom{i}{2}^{-1} \\
& =n!\left(1 \times 1 \times 2^{-\sum_{i=2}^{n} \mathbf{1}_{\{2\}}\left(d_{i, n}-d_{i-1, n}\right)}\right) \prod_{i=n}^{2}\binom{i}{2}^{-1} \\
& =\frac{n!}{2^{\beth(d)}} \prod_{i=2}^{n}\binom{i}{2}^{-1}=\frac{2^{n-\beth(d)-1}}{(n-1)!} .
\end{aligned}
$$

Proposition 3.15 (Bijection between ranked tree shapes and $d$-sequences). There is a bijection between ranked tree shapes on $n$ leaves and $\mathcal{D}_{n}$, the set of $d$-sequences.

Proof. It is easy to see that each ranked tree shape induces a different $d$-sequence. Vice versa, any two different $d$-sequences induce two different ranked tree shapes.

Let $\left\{{ }^{N} D^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$be the discrete time sample genealogical Markov chain of $n$ vintaged and unlabeled samples taken at random from the present generation of a Wright-Fisher population of constant size $N$ over the state space $\mathbb{D}_{n}$. We derive a continuous-time Markov chain that approximates $\left\{{ }^{N} D^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$on $\mathbb{D}_{n}$ next.

Proposition 3.16 (Vintaged and sized $n$-coalescent). The $\lfloor N t\rfloor$-step transition probabilities, ${ }^{N} P_{d_{i}, d_{i^{\prime}}}(\lfloor N t\rfloor)$, of the chain $\left\{{ }^{N} D^{\top}(k)\right\}_{k \in \mathbb{Z}_{-}}$, converge to the transition probabilities of the continuous-time Markov chain $\left\{D^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$with rate matrix $Q$, i.e.

$$
{ }^{N} P_{d_{i}, d_{i^{\prime}}}(\lfloor N t\rfloor) \xrightarrow{N \rightarrow \infty} P_{d_{i}, d_{i^{\prime}}}(t)=\exp (Q t),
$$

where the entries of $Q, q\left(d_{i^{\prime}} \mid d_{i}\right), d_{i^{\prime}}, d_{i} \in \mathbb{D}_{n}$, specifying the transition rate from $d_{i}$ to $d_{i^{\prime}}$, are:

$$
q\left(d_{i^{\prime}} \mid d_{i}\right)= \begin{cases}-\binom{i}{2} & \text { if } d_{i^{\prime}}=d_{i} \in \mathbb{D}_{n}^{i}  \tag{28}\\ \binom{d_{i, n}}{d_{i, n}-d_{i^{\prime}, n}} & \text { if } d_{i^{\prime}} \prec_{g} d_{i} \in \mathbb{D}_{n}^{i} \\ 0 & \text { otherwise }\end{cases}
$$

The initial state of the chain is $d_{n}=(0,0, \ldots, 0) \in \mathbb{D}_{n}^{n}$ and the final absorbing state is $d_{1}=(1,0,0, \ldots, 0) \in \mathbb{D}_{n}^{1}$. This continuous time Markov chain $\left\{D^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$on $\mathbb{D}_{n}$ is called the vintaged and sized $n$-coalescent.

Proof. The proof is merely a consequence of substituting the backward transition probabilities at (26) in the general $n$-coalescent approximation of (9) since $\left\{{ }^{N} H^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$is a lumped Markov chain of $\left\{{ }^{N} D^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$.

The vintaged and sized $n$-coalescent gives a novel $n$-coalescent resolution. Our nomenclature emphasizes the particularities of the sample genealogical resolution of this $n$-coalescent. In subsequent sections we will see that the vintaged and sized $n$ coalescent can be lumped into the vintaged and shaped $n$-coalescent of Tajima as well as to the unvintaged and sized $n$-coalescent of Kingman. Next we show that the lumping $\mathscr{D}$ from $\mathbb{B}_{n}$ to $\mathbb{D}_{n}$ is Markov.

Proposition 3.17 (Markov lumping from $\mathbb{B}_{n}$ to $\mathbb{D}_{n}$ via $\mathscr{D}$ ). We define the lumping map $\mathscr{D}\left(b_{k}\right)=d_{i}: \mathbb{B}_{n} \rightarrow \mathbb{D}_{n}$ by

$$
\begin{aligned}
& \mathscr{D}\left(b_{k}\right):=\mathscr{D}\left(\left\{c_{k, 1}^{\left\langle m_{k, 1}\right\rangle}, \ldots, c_{k, k}^{\left\langle m_{k, k}\right\rangle}\right\}\right) \\
&=\left(\sum_{j=1}^{k}\left|c_{k, j}\right| \mathbf{1}_{\{1\}}\left(m_{k, j}\right), \ldots, \sum_{j=1}^{k}\left|c_{k, j}\right| \mathbf{1}_{\{n-1\}}\left(m_{k, j}\right)\right) .
\end{aligned}
$$

The lumped chain, $\left\{B^{\uparrow^{\mathscr{D}}}(i)\right\}_{i \in[n]_{-}}$, of $\left\{B^{\uparrow}(i)\right\}_{i \in[n]_{-}}$, the jump Markov chain embedded in $\left\{B^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$, the $n$-coalescent on $\mathbb{B}_{n}$, is Markov and equivalent to $\left\{D^{\uparrow}(i)\right\}_{i \in[n]_{-}}$, the jump Markov chain embedded in $\left\{D^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$, the vintaged and sized $n$-coalescent on $\mathbb{D}_{n}$.

Proof. Let $d_{i}, d_{j}$ be any two states in $\mathbb{D}_{n}$ and $\mathscr{D}^{-1}\left(d_{i}\right), \mathscr{D}^{-1}\left(d_{j}\right)$ be their respective inverse images in $\mathbb{B}_{n}$. Then, the probability of moving from a state $b_{i^{\prime}} \in \mathscr{D}^{-1}\left(d_{i}\right)$ to
the set $\mathscr{D}^{-1}\left(d_{j}\right)$ :

$$
\begin{aligned}
& P\left(\mathscr{D}^{-1}\left(d_{j}\right) \mid b_{i^{\prime}}\right)=\sum_{b_{j^{\prime}} \in \mathscr{O}^{-1}\left(d_{j}\right)} P\left(b_{j^{\prime}} \mid b_{i^{\prime}}\right) \\
&= \begin{cases}\binom{d_{i, n}}{d_{i, n}-d_{j, n}}\binom{i}{2}^{-1} & \text { if } d_{j} \prec_{d} d_{i} \in \mathbb{D}_{n}^{i} \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

only depends on $b_{i^{\prime}}$ through $\mathscr{D}^{-1}\left(d_{i}\right)$ and specifically through $d_{i, n}$. Proposition 2.2 completes the proof.

Proposition 3.18 (Probability of $d_{i} \in \mathbb{D}_{n}^{i}$ ). The probability that the Markov chain $\left\{D^{\uparrow}(k)\right\}_{k \in[n]-}$ visits a state $d_{i} \in \mathbb{D}_{n}^{i}$ is

$$
\begin{equation*}
P\left(d_{i}\right)=\frac{i!(i-1)!}{(n-1)!}\left(\frac{\prod_{j=1, d_{i, j}>0}^{n-1}\left(d_{i, j}-1\right)\left(d_{i, 1: j}-k_{i, j}-j-1+i\right)!}{\prod_{j=1, d_{i, j}>0}^{n-1}\left(d_{i, 1: j}-k_{i, j}-m_{i, j}^{\prime}+i\right)!}\right), \tag{29}
\end{equation*}
$$

where $d_{i, 1: j}:=\sum_{k=1}^{j} d_{i, k}$ and $m_{i, j}^{\prime}:=\min \left\{k>j: d_{i, k}>0\right\}$ and $k_{i, j}:=\mid\{m \leq j:$ $\left.d_{i, m}>0\right\} \mid$.
Proof. We exploit the Markov lumping from $\mathbb{B}_{n}$ to $\mathbb{D}_{n}$ (Proposition 3.17) and derive $P\left(d_{i}\right)$ from $P\left(b_{i}\right)$ (Proposition 13), where $d_{i} \in \mathbb{D}_{n}^{i}$ and $b_{i} \in \mathbb{B}_{n}^{i}$ such that dropping the labels in each subset of $b_{i}$ (but retaining the size and vintage) yields $d_{i}=\mathscr{D}\left(b_{i}\right)$. We count the number of possible labelings of an element $d_{i}$. This is $\frac{n!}{\prod_{j=1}^{n-1} d_{i, j}!}$. We have, with Proposition 13 by multiplying over all epochs $(j=1 \ldots n-1)$,

$$
\begin{aligned}
& P\left(d_{i}\right)=P\left(b_{i}\right) \frac{n!}{\prod_{j=1, d_{i, j}>0}^{n-1} d_{i, j}!} \\
&= \frac{i!!(i-1)!}{n!(n-1)!}\left(\frac{\prod_{j=1, d_{i, j}>0}^{n-1} d_{i, j}!\left(d_{i, j}-1\right)\left(d_{i, 1: j}-k_{i, j}-1-j+i\right)!}{\prod_{j=1, d_{i, j}>0}^{n-1}\left(d_{i, 1: j}-k_{i, j}-m_{i, j}^{\prime}+i\right)!}\right) \frac{n!}{\prod_{j=1, d_{i, j}>0}^{i} d_{i, j}!} \\
&=\frac{i!(i-1)!}{(n-1)!}\left(\frac{\prod_{j=1, d_{i, j}>0}^{n-1}\left(d_{i, j}-1\right)\left(d_{i, 1: j}-k_{i, j}-j-1+i\right)!}{\prod_{j=1, d_{i, j}>0}^{n-1}\left(d_{i, 1: j}-k_{i, j}-m_{i, j}^{\prime}+i\right)!}\right) .
\end{aligned}
$$

Proposition 3.19 (Forward transition probabilities of a $d$-sequence). The transition
probability of the forward jump chain $\left\{D^{\downarrow}(k)\right\}_{k \in[n]_{+}}$from $d_{i-1}$ to $d_{i}$ is:

$$
\begin{align*}
& P\left(d_{i} \mid d_{i-1}\right) \\
& \quad= \begin{cases}\frac{2\binom{d_{i, n}-d_{i, n}}{d_{i-1, n}}\left(\frac{\Pi_{j=1, d_{i, j}>0}^{n-1}\left(d_{i, j}-1\right)\left(d_{i, 1: j}-k_{i, j}-j-1+i\right)!}{\left.\prod_{j=1, d_{i, j}>0}^{\left.n-d_{i, 1: j}-k_{i, j}-m_{i, j}^{\prime}+i\right)!}\right)}\right.}{\left(\frac{\prod_{j=1, d_{i-1, j}>0}^{n-\left(d_{i-1, j}-1\right)\left(d_{i-1,1: j}-k_{i-1, j}-j-2+i\right)!}}{\prod_{j=1, d_{i-1, j}>0}^{n-1}\left(d_{i-1,1: j}-k_{i-1, j}-m_{i-1, j}^{\prime}+i-1\right)!}\right)} & \text { if } d_{i-1} \prec_{d} d_{i} \in \mathbb{D}_{n}^{i} \\
0 & \text { otherwise }\end{cases} \tag{30}
\end{align*}
$$

where $d_{i, 1: j}:=\sum_{k=1}^{j} d_{i, k}$ and $m_{i, j}^{\prime}=\min \left\{k>j: d_{i, k}>0\right\}$.
Proof. $P\left(d_{i} \mid d_{i-i}\right)$, the probability of transition from $d_{i-1} \in \mathbb{D}_{n}^{i-1}$ to $d_{i} \in \mathbb{D}_{n}^{i}$, where $d_{i-1} \prec_{d} d_{i}$, is obtained as follows from (26) and (29) using Bayes' rule,

$$
\begin{aligned}
& P\left(d_{i} \mid d_{i-1}\right)=P\left(d_{i-1} \mid d_{i}\right) \frac{P\left(d_{i}\right)}{P\left(d_{i-1}\right)} \\
&= \frac{\left(\begin{array}{c}
d_{i, n}-d_{i-1, n}
\end{array}\right)\binom{i}{2}^{-1} \frac{i!(i-1)!}{(n-1)!}\left(\frac{\prod_{j=1, d_{i, j}>0}^{n-1}\left(d_{i, j}-1\right)\left(d_{i, 1: j}-k_{i, j}-j-1+i\right)!}{\prod_{j=1, d_{i, j}>0}^{n-1}\left(d_{i, 1: j}-k_{i, j}-m_{i, j}^{\prime}+i\right)!}\right)}{\frac{(i-1)!(i-2)!}{(n-1)!}\left(\frac{\prod_{j=1, d_{i-1, j}>0}^{n-1}\left(d_{i-1, j-1)\left(d_{i-1,1: j}-k_{i-1, j}-j-2+i\right)!}^{n-1}\right)}{\left.\prod_{j=1, d_{i-1, j}>0}^{\left.n-d_{i-1,1: j}-k_{i-1, j}-m_{i-1, j}^{\prime}+i-1\right)!}\right)}\right.} \\
&=\frac{2\left(\begin{array}{c}
\left.d_{i, n}-d_{i-1, n}\right)\left(\frac{\prod_{j=1, d_{i, j}>0}^{n-1}\left(d_{i, j}-1\right)\left(d_{i, 1: j}-k_{i, j}-j-1+i\right)!}{\prod_{j=1, d_{i, j}>0}^{n-1}\left(d_{i, 1: j}-k_{i, j}-m_{i, j}^{\prime}+i\right)!}\right) \\
\left(\frac{\prod_{j=1, d_{i-1, j}>0}^{n-1}\left(d_{i-1, j}-1\right)\left(d_{i-1,1: j}-k_{i-1, j}-j-2+i\right)!}{\prod_{j=1, d_{i-1, j}>0}^{n-1}\left(d_{i-1,1: j}-k_{i-1, j}-m_{i-1, j}^{\prime}+i-1\right)!}\right)
\end{array}\right.}{}
\end{aligned}
$$

And if $d_{i-1} \not \varkappa_{d} d_{i}$ then $P\left(d_{i} \mid d_{i-i}\right)=0$.

### 3.4 Vintaged and shaped $n$-coalescent

We have seen that there is a bijection between the set of $c$-sequences and the set of ranked, labeled trees. Another set of interest is that of the evolutionary relationships of Tajima [28, Figures 1-3], which are ranked tree shapes in our terms. In this section, we develop $\left\{G^{\dagger}(t)\right\}_{t \in \mathbb{R}_{+}}$, the vintaged and shaped $n$-coalescent of Tajima via $\left\{G^{\uparrow}(k)\right\}_{k \in[n]-}$, its embedded jump chain. We will see that there is a bijection between $\mathcal{G}_{n}$, the set of sequential realizations of $\left\{G^{\uparrow}(k)\right\}_{k \in[n]_{-}}$, and the set of ranked tree shapes or Tajima's evolutionary relationships. Note that we already established a bijection from the set of sequential realizations of $\left\{D^{\uparrow}(k)\right\}_{k \in[n]_{-}}$, the jump chain of the vintaged and sized $n$-coalescent, to the set of ranked tree shapes. However, $\mathbb{G}_{n}$, the state space of $\left\{G^{\uparrow}(k)\right\}_{k \in[n]_{-}}$, is significantly smaller than $\mathbb{D}_{n}$, the state space of
 for inference if it adequately describes the hidden genealogical space up to equivalence classes of ranked tree shapes.

Consider the coalescent epoch $i$ during which there are $i$ lineages. Let $g_{i, j}$ denote the presence $\left(g_{i, j}=1\right)$ or absence $\left(g_{i, j}=0\right)$ of a lineage during the $i$-th epoch with coalescent vintage $j=1,2, \ldots, n-1$. Define the set of such vintaged and shaped ancestral lineages of our unlabeled sample of size $n$, during the $i$-th coalescent epoch by,

$$
\mathbb{G}_{n}^{i}:=\left\{g_{i} \in\{0,1\}^{n-1}: g_{i, i}=1, \sum_{j=1}^{i-1} g_{i, j}=0, \sum_{j=1}^{n-1} g_{i, j} \leq i\right\}
$$

with $\mathbb{G}_{n}:=\cup_{i=1}^{n} \mathbb{G}_{n}^{i}$. We interpret the vector $g_{i} \in \mathbb{G}_{n}^{i}$ in the $i$-th epoch as follows. The component $g_{i, i}=1$ represents the lineage that just arose at the beginning of the $i$-th epoch. The component with $g_{i, j}=1$, for $i<j<n$, represents the presence of the lineage with coalescent vintage $j$. The vertices of the unit $(n-1)$-dimensional hypercube contain $\mathbb{G}_{n}$. We count the elements in $\mathbb{G}_{n}^{i}$ and $\mathbb{G}_{n}$ next.
Proposition 3.20. The number of elements in $\mathbb{G}_{n}^{i}$ is, for $i<n$,

$$
\begin{equation*}
\left|\mathbb{G}_{n}^{i}\right|=\sum_{k=0}^{i-1}\binom{n-i-1}{k} . \tag{31}
\end{equation*}
$$

For $i=n$, we have $\left|\mathbb{T}_{n}^{n}\right|=1$.
Proof. For $i=n$, we only have one element, a sequence of only 0s, i.e. $\left|\mathbb{G}_{n}^{n}\right|=1$. Now let $i<n$. Let $g_{i} \in \mathbb{G}_{n}^{i}$. Since we have $i$ lineages in epoch $i$, we have at the most $i$ non-zero entries in $g_{i}$. In $g_{i}$, we have $g_{i, j}=0$ for $j=1, \ldots, i-1$. Further, $g_{i, i}=1$. The remaining $n-1-i$ elements are 0 or 1 . For $k$ non-zero entries in the remaining elements, we have $\binom{n-1-i}{k}$ possibilities to assign the 0s and 1s. Summing over all possible $k$-values yields (31).

Proposition 3.21. The number of elements in $\mathbb{G}_{n}$ is

$$
\begin{equation*}
\left|\mathbb{G}_{n}\right|=\operatorname{Fibo}(n+1) \tag{32}
\end{equation*}
$$

where $\operatorname{Fibo}(n)$ is the $n$-th Fibonacci number.
Proof. From Proposition 3.20 we have, by summing over all $i$,

$$
\left|\mathbb{G}_{n}\right|=\sum_{i=1}^{n}\left|\mathbb{G}_{n}^{i}\right|=\sum_{i=1}^{n-1} \sum_{k=0}^{i-1}\binom{n-i-1}{k}+1
$$

By basic properties of the binomial coefficient, we get,

$$
\begin{align*}
\sum_{i=1}^{n-1} \sum_{k=0}^{i-1}\binom{n-i-1}{k}=\sum_{k=0}^{n-2} \sum_{j=k}^{n-2-k}\binom{j}{k}= & \sum_{k=0}^{n-2}\binom{n-k-1}{k+1} \\
& =\sum_{k=1}^{n-1}\binom{n-k}{k}=\operatorname{Fibo}(n+1)-1 \tag{33}
\end{align*}
$$

which proves the proposition.
Lemma 3.22. Let the jump Markov chain $\left\{G^{\uparrow}(k)\right\}_{k \in[n]-}$ be at state $g_{i}$. Then the number of leaves not having coalesced by epoch $i$ is

$$
\begin{equation*}
g_{i, n}=i-\sum_{j=1}^{n-1} g_{i, j} \tag{34}
\end{equation*}
$$

Proof. The proof is by induction on $i$. In epoch $i=n-1$, two leaves are coalescing, i.e. we have $n-2$ remaining leaves. Due to (34), we get, $g_{n-1, n}=n-1-\sum_{j=1}^{n-1} g_{n-1, j}=$ $n-1-1=n-2$.

Now assume that (34) holds for all $i>k$. Then, for $g_{k, n}$ we have to consider three cases:
(i) $g_{k}$ is the result of the coalescence of two leaves in $g_{k+1}$. By the induction assumption, we have $g_{k+1, n}=k+1-\sum_{j=1}^{n-1} g_{k+1, j}$. Since two leaves are coalescing, we have $g_{k, n}=g_{k+1, n}-2$. Further, $g_{k, k}=1, g_{k+1, k}=0$ and $g_{k, j}=g_{k+1, j}$ for $k<j<n$. So,

$$
g_{k, n}=g_{k+1, n}-2=k+1-\sum_{j=1}^{n-1} g_{k+1, j}-2=k-1-\sum_{j=1}^{n-1} g_{k, j}+1=k-\sum_{j=1}^{n-1} g_{k, j} .
$$

(ii) $g_{k}$ is the result of the coalescence of one leaf and a non-leaf component in $g_{k+1}$. By the induction assumption, we have $g_{k+1, n}=k+1-\sum_{j=1}^{n-1} g_{k+1, j}$. Since one leaf is coalescing, we have $g_{k, n}=g_{k+1, n}-1$. Further, $g_{k, k}=1, g_{k+1, k}=0$. Assume that component which evolved in epoch $j^{*}$ is coalescing with the leaf. Then $g_{k, j}=g_{k+1, j}$ for $k<j<n, j \neq j^{*}$ and $g_{k, j^{*}}=0$. So,

$$
g_{k, n}=g_{k+1, n}-2=k+1-\sum_{j=1}^{n-1} g_{k+1, j}-1=k-\sum_{j=1}^{n-1} g_{k, j} .
$$

(iii) $g_{k}$ is the result of the coalescence of two non-leaf component in $g_{k+1}$. By the induction assumption, we have $g_{k+1, n}=k+1-\sum_{j=1}^{n-1} g_{k+1, j}$. Since no
leaf is coalescing, we have $g_{k, n}=g_{k+1, n}$. Further, $g_{k, k}=1, g_{k+1, k}=0$. Further, $\sum_{j=k+1}^{n-1} g_{k+1, j}=\sum_{j=k+1}^{n-1} g_{k, j}+1$. So,

$$
g_{k, n}=g_{k+1, n}-2=k+1-\sum_{j=1}^{n-1} g_{k+1, j}=k-\sum_{j=1}^{n-1} g_{k, j} .
$$

Let $e_{i}$ be the $i$-th unit vector of length $n$. The partial ordering $\dddot{\prec}_{g}$ of interest on $\mathbb{G}_{n}$ is based on the immediate precedence $\prec_{g}$. We say $g_{i^{\prime}} \prec_{g} g_{i} \in \mathbb{G}_{n}^{i}$ if and only if

$$
g_{i^{\prime}}= \begin{cases}g_{i}+e_{i-1}-e_{j}-e_{k} & \text { if } i \leq j<k<n, g_{i, j}=g_{i, k}=1 \\ g_{i}+e_{i-1}-e_{j} & \text { if } i \leq j<n, g_{i, j}=1, g_{i, n} \geq 1 \\ g_{i}+e_{i-1} & \text { if } g_{i, n} \geq 2\end{cases}
$$

A $g$-sequence $g:=\left(g_{n}, g_{n-1}, \ldots, g_{1}\right)$ is an $n \times(n-1)$ matrix:

$$
g:=\left(\begin{array}{c}
g_{1} \\
g_{2} \\
\vdots \\
g_{n-1} \\
g_{n}
\end{array}\right):=\left(\begin{array}{cccc}
g_{1,1} & g_{1,2} & \cdots & g_{1, n-1} \\
g_{2,1} & g_{2,2} & \cdots & g_{2, n-1} \\
\vdots & \vdots & \ddots & \vdots \\
g_{n-1,1} & g_{n-1,2} & \cdots & g_{n-1, n-1} \\
g_{n, 1} & g_{n, 2} & \cdots & g_{n, n-1}
\end{array}\right)
$$

that is obtained from a sequence of immediately preceding states in $\mathbb{G}_{n}$. Examples of $g$-sequences when $n=3$ and 4 are depicted in Table 2. Let $\mathcal{G}_{n}$ be the set of such $g$-sequences:

$$
g \in \mathcal{G}:=\left\{g:=\left(g_{n}, g_{n-1}, \ldots, g_{1}\right): g_{i} \in \mathbb{G}_{n}^{i}, g_{i-1} \prec_{g} g_{i}, i \in\{2,3, \ldots, n\}\right\}
$$

Proposition 3.23 (Backward transition probabilities of a $g$-sequence). The transition probability of the jump Markov chain $\left\{G^{\uparrow}(k)\right\}_{k \in[n]_{-}}$on $\mathbb{G}_{n}$ is

$$
P\left(g_{i^{\prime}} \mid g_{i}\right)= \begin{cases}\binom{g_{i, n}}{g_{i, n}-g_{i^{\prime}, n}}\binom{i}{2}^{-1} & \text { if } g_{i^{\prime}} \prec_{g} g_{i} \in \mathbb{G}_{n}^{i}  \tag{35}\\ 0 & \text { otherwise }\end{cases}
$$

where $g_{i, n}$ is the number of leaves that have not coalesced by epoch $i$, as derived in (34) of Lemma 3.22. The initial state of the chain is $g_{n}=(0,0, \ldots, 0) \in \mathbb{G}_{n}^{n}$ and the final absorbing state is $g_{1}=(1,0,0, \ldots, 0) \in \mathbb{G}_{n}^{1}$.

Proof. It is identical to that of $d$-sequence transition probabilities in (26).
Proposition 3.24 (Probability of a $g$-sequence). The probability of a $g$-sequence can be obtained as follows:

$$
\begin{align*}
P(g)=\prod_{i=n}^{2} P\left(g_{i-1} \mid g_{i}\right)=\prod_{i=n}^{2}\binom{g_{i, n}}{g_{i, n}-g_{i-1, n}} & \binom{i}{2}^{-1} \\
& =\frac{n!}{2^{\beth(g)}} \prod_{i=2}^{n}\binom{i}{2}^{-1}=\frac{2^{n-\beth(g)-1}}{(n-1)!} \tag{36}
\end{align*}
$$

where $\beth(g)$ is the number of cherries in $g$, i.e. the number of times that we have $g_{i, n}-g_{i-1, n}=2$ as $i$ varies from $n$ to 2 . More formally,

$$
\beth(g):=\sum_{i=2}^{n} \mathbf{1}_{\{2\}}\left(g_{i, n}-g_{i-1, n}\right)
$$

Note that $P(g)$ has been established in [28, Eqn. 1].
Proof. The proof is similar to that of Proposition 3.14.
Proposition 3.25 (Bijection between ranked, labeled trees and $g$-sequences). There is a bijection between the set of ranked tree shapes on $n$ leaves and $\mathcal{G}_{n}$, the set of $g$ sequences.

Proof. It is easy to see that each ranked tree shape induces a different $g$-sequence. Vice versa, any two different $g$-sequences induce two different ranked tree shapes.

Let $\left\{{ }^{N} G^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$be the discrete time sample genealogical Markov chain of $n$ vintaged and unlabeled samples taken at random from the present generation of a Wright-Fisher population of constant size $N$ over the state space $\mathbb{G}_{n}$. We derive a continuous-time Markov chain that approximates $\left\{{ }^{N} G^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$on $\mathbb{G}_{n}$ next.

Proposition 3.26 (Vintaged and shaped $n$-coalescent). The $\lfloor N t\rfloor$-step transition probabilities, ${ }^{N} P_{g_{i}, g_{i^{\prime}}}(\lfloor N t\rfloor)$, of the chain $\left\{{ }^{N} G^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$, converge to the transition probabilities of the continuous-time Markov chain $\left\{G^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$with rate matrix $Q$, i.e.

$$
{ }^{N} P_{g_{i}, g_{i^{\prime}}}(\lfloor N t\rfloor) \xrightarrow{N \rightarrow \infty} P_{g_{i}, g_{i^{\prime}}}(t)=\exp (Q t),
$$

where the entries of $Q, q\left(g_{i^{\prime}} \mid g_{i}\right), g_{i^{\prime}}, g_{i} \in \mathbb{G}_{n}$, specifying the transition rate from $g_{i}$ to $g_{i^{\prime}}$, are:

$$
q\left(g_{i^{\prime}} \mid g_{i}\right)=\left\{\begin{array}{ll}
-\binom{i}{2} & \text { if } g_{i^{\prime}}=g_{i} \in \mathbb{G}_{n}^{i}  \tag{37}\\
g_{i, n} \\
g_{i, n}-g_{i^{\prime}, n}
\end{array}\right), \text { if } g_{i^{\prime}} \prec_{g} g_{i} \in \mathbb{G}_{n}^{i}, \text { otherwise }
$$

The initial state of the chain is $g_{n}=(0,0, \ldots, 0) \in \mathbb{G}_{n}^{n}$ and the final absorbing state is $g_{1}=(1,0,0, \ldots, 0) \in \mathbb{G}_{n}^{1}$. This continuous time Markov chain $\left\{G^{\dagger}(t)\right\}_{t \in \mathbb{R}_{+}}$on $\mathbb{G}_{n}$ is called the vintaged and shaped $n$-coalescent.

Proof. The proof is merely a consequence of substituting the backward transition probabilities at (35) in the general $n$-coalescent approximation of (9) since $\left\{{ }^{N} H^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$is a lumped Markov chain of $\left\{{ }^{N} G^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$.

The genealogical resolution of the vintaged and shaped $n$-coalescent is Tajima's evolutionary relationships. We sometimes call the vintaged and shaped $n$-coalescent as Tajima's $n$-coalescent. Next we show that the lumping $\mathscr{G}$ from $\mathbb{D}_{n}$ to $\mathbb{G}_{n}$ is Markov.

Proposition 3.27 (Markov lumping from $\mathbb{D}_{n}$ to $\mathbb{G}_{n}$ via $\mathscr{G}$ ). Consider the following size-dropping map $\mathscr{G}\left(d_{k}\right)=g_{h}: \mathbb{D}_{n} \rightarrow \mathbb{G}_{n}$ :

$$
\mathscr{G}\left(d_{k}\right):=\mathscr{G}\left(\left(d_{k, 1}, \ldots, d_{k, n}\right)\right)=\left(\mathbf{1}_{\mathbb{N}}\left(d_{k, 1}\right), \ldots, \mathbf{1}_{\mathbb{N}}\left(d_{k, n-1}\right)\right)=\left(g_{h, 1}, \ldots, g_{h, n-1}\right)
$$

The lumped chain, $\left\{D^{\uparrow^{\mathscr{G}}}(i)\right\}_{i \in[n]_{-}}$, of $\left\{D^{\uparrow}(i)\right\}_{i \in[n]_{-}}$, the jump Markov chain embedded in $\left\{D^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$, the vintaged and sized $n$-coalescent on $\mathbb{D}_{n}$, is Markov and equivalent to $\left\{G^{\uparrow}(i)\right\}_{i \in[n]_{-}}$, the jump Markov chain embedded in $\left\{G^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$, the vintaged and shaped $n$-coalescent on $\mathbb{G}_{n}$.

Proof. Let $g_{i}, g_{j}$ be any two states in $\mathbb{G}_{n}$ and $\mathscr{G}^{-1}\left(g_{i}\right), \mathscr{G}^{-1}\left(g_{j}\right)$ be their respective inverse images in $\mathbb{D}_{n}$. Then, the probability of moving from a state $d_{i^{\prime}} \in \mathscr{G}^{-1}\left(g_{i}\right)$ to the set $\mathscr{G}^{-1}\left(g_{j}\right)$ :

$$
\begin{aligned}
& P\left(\mathscr{G}^{-1}\left(g_{j}\right) \mid d_{i^{\prime}}\right) \\
&=\sum_{d_{j^{\prime}} \in \mathscr{G}-1\left(g_{j}\right)} P\left(d_{j^{\prime}} \mid d_{i^{\prime}}\right)= \begin{cases}\binom{g_{i, n}}{g_{i, n}-g_{j, n}}\binom{i}{2}^{-1} & \text { if } g_{j} \prec_{g} g_{i}, g_{i} \in \mathbb{G}_{n}^{i} \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

only depends on $d_{i^{\prime}}$ through $g_{i}$ and specifically through $g_{i, n}$. Proposition 2.2 completes the proof.

The probability that $g_{i} \in \mathbb{G}_{n}^{i}$ is visited by the chain is obtained by considering the inverse images, $\mathscr{G}^{-1}\left(g_{i}\right)$ :

$$
P\left(g_{i}\right)=P\left(\mathscr{G}^{-1}\left(g_{i}\right)\right)=\sum_{d_{j} \in \mathscr{G}-1}\left(g_{i}\right) \text {. } P\left(d_{j}\right)
$$

with $P\left(d_{j}\right)$ from Proposition 29. The probability $P\left(g_{i}\right)=P\left(\mathscr{G}^{-1}\left(g_{i}\right)\right)$ can be written explicitly as follows. Let $L=i-g_{i, n}$, which is the number of non-leaf lineages in epoch $i$. Let $\mathfrak{f}\left(g_{i}, j_{1}, \ldots, j_{L}\right)=d_{i} \in \mathbb{D}_{i}^{n}$ where $d_{i, j}=0$ if and only if $g_{i, j}=0, d_{i, n}=g_{i, n}$ and $d_{i, j}=j_{k}$ if and only if $g_{i, j}$ is the $k$-th entry which is bigger than zero. The probability $P\left(g_{i}\right)$ is,

$$
P\left(g_{i}\right)=\sum_{j_{1}=2}^{n-g_{i, n}-2(L-1)} \sum_{j_{2}=2}^{n-g_{i, n}-2(L-2)-j_{1}} \cdots .
$$

Finally, the transition probabilities of the forward jump chain $\left\{G^{\downarrow}(k)\right\}_{k \in[n]_{+}}$can be obtained from Bayes' rule as follows:

$$
P\left(g_{i} \mid g_{i-1}\right)=\left\{\begin{array}{ll}
P\left(g_{i-1} \mid g_{i}\right) \frac{P\left(g_{i}\right)}{P\left(g_{i-1}\right)} & \text { if } g_{i-1} \prec_{g} g_{i} \in \mathbb{G}_{n}^{i} \\
0 & \text { otherwise } .
\end{array} .\right.
$$

### 3.5 Unvintaged and sized $n$-coalescent

The unvintaged and sized $n$-coalescent is mentioned as a lumped Markov chain of the unvintaged and labeled $n$-coalescent and termed the 'label-killed' process by Kingman [15, 5.2]. Tavaré [30, p. 136-137] terms the unvintaged and sized $n$-coalescent as the 'family-size process' as part of the nomenclature of a more general birth-deathimmigration process [13]. The transition probabilities of this Markov process are not explicitly developed in [15] or [30]. They have been developed in [23] into $\left\{F^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$, the unvintaged and sized $n$-coalescent. It is shown in [23, 22] that $\left\{F^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$resolves the hidden genealogy space just enough to prescribe the likelihood of site frequency spectrum and its linear summaries. We briefly retrace $\left\{F^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$and its embedded jump chain $\left\{F^{\uparrow}(k)\right\}_{k \in[n]-}$ and show that they can provide the sampling distribution of a large family of shape statistics including several classical ones. The significantly smaller state space of $\left\{F^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$allows for a computationally efficient and statistically sufficient inference based on these statistics.

Consider the coalescent epoch at which there are $i$ lineages. Let $f_{i, j}$ denote the number of lineages subtending $j$ leaves, i.e. the frequency of lineages that are ancestral to $j$ samples, at this epoch. Let us summarize these frequencies from the $i$ lineages as $j$ varies over its support by $f_{i}:=\left(f_{i, 1}, f_{i, 2}, \ldots, f_{i, n}\right)$. Then the space of $f_{i}$ 's is defined by,

$$
\mathbb{F}_{n}^{i}:=\left\{f_{i}:=\left(f_{i, 1}, f_{i, 2}, \ldots, f_{i, n}\right) \in \mathbb{Z}_{+}^{n}: \sum_{j=1}^{n} j f_{i, j}=n, \sum_{j=1}^{n} f_{i, j}=i\right\}
$$

Let the set of such frequencies over all epochs be $\mathbb{F}_{n}:=\bigcup_{i=1}^{n} \mathbb{F}_{n}^{i}$. Note that $\mathbb{F}_{n}$ contains the frequency of the cardinalities of sets belonging to every element of $\mathbb{C}_{n}$, the state space of $\left\{C^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$, the unvintaged and labeled $n$-coalescent. Thus, $\mathbb{F}_{n}$ is the frequency representation of the integer partitions of $n$, i.e. the solutions to the Diophantine equation $\left\{\left(p_{1}, p_{2}, \ldots, p_{n}\right) \in \mathbb{Z}_{+}^{n}: \sum_{i=1}^{n} i p_{i}=n\right\}$, and $\mathbb{F}_{n}^{i}$ are those integer partitions composed of $i$ positive integers. Thus, the cardinality of $\mathbb{F}_{n}$ is the number of integer partitions of $n$ :

$$
\begin{align*}
\left|\mathbb{F}_{n}\right|=1+\sum_{k=1}^{\lfloor n / 2\rfloor} \mathfrak{p}(k, n-k), \quad \text { where } \\
\mathfrak{p}(k, n)= \begin{cases}0 & \text { if } k>n \\
1 & \text { if } k=n \\
\mathfrak{p}(k+1, n)+\mathfrak{p}(k, n-k) & \text { otherwise }\end{cases} \tag{39}
\end{align*}
$$

Let us define an $f$-sequence $f$ as follows:

$$
f:=\left(f_{n}, f_{n-1}, \ldots, f_{1}\right) \in \mathcal{F}_{n}:=\left\{f: f_{i} \in \mathbb{F}_{n}^{i}, f_{i-1} \prec_{f} f_{i}, \forall i \in\{2, \ldots, n\}\right\},
$$

where $\prec_{f}$ is the immediate precedence relation that induces the partial ordering $\dddot{\prec}_{f}$ on $\mathbb{F}_{n}$. It is defined by denoting the $j$-th unit vector of length $n$ by $e_{j}$, as follows:

$$
f_{i^{\prime}} \prec_{f} f_{i} \Leftrightarrow f_{i^{\prime}}=f_{i}-e_{j}-e_{k}+e_{j+k}
$$

Thus, $\mathcal{F}_{n}$ is the set of $f$-sequences with $n$ samples. One can see $\mathcal{F}_{n}$ as the set of the frequencies of the cardinalities of $c$-sequences in $\mathcal{C}_{n}$. Recall the $c$-sequence $c=$ $\left(c_{n}, c_{n-1}, \ldots, c_{1}\right)$, where $c_{i-1} \prec_{c} c_{i}, c_{i-1} \in \mathbb{C}_{n}^{i-1}, c_{i} \in \mathbb{C}_{n}^{i}$, and $c_{i}:=\left(c_{i, 1}, c_{i, 2}, \ldots, c_{i, i}\right)$
contains its canonically ordered $i$ subsets. Then the corresponding state space lumping map $\mathscr{F}\left(c_{i}\right)=f_{i}: \mathbb{C}_{n} \rightarrow \mathbb{F}_{n}$ and the sequence map $\mathscr{F}(c)=f: \mathcal{C}_{n} \rightarrow \mathcal{F}_{n}$ are:

$$
\begin{align*}
& \mathscr{F}\left(c_{i}\right):=\left(\sum_{h=1}^{i} \mathbf{1}_{\{1\}}\left(\left|c_{i, h}\right|\right), \ldots, \sum_{h=1}^{i} \mathbf{1}_{\{n\}}\left(\left|c_{i, h}\right|\right)\right), \\
& \underline{\mathscr{F}(c):=\left(\mathscr{F}\left(c_{n}\right), \ldots, \mathscr{F}\left(c_{1}\right)\right) .} \tag{40}
\end{align*}
$$

An $f$-sequence $f$ written as $\left(f_{n}, f_{n-1}, \ldots, f_{1}\right)$ is an $n \times n$ matrix:

$$
f:=\left(\begin{array}{c}
f_{1} \\
f_{2} \\
\vdots \\
f_{n-1} \\
f_{n}
\end{array}\right):=\left(\begin{array}{ccccc}
f_{1,1} & f_{1,2} & \cdots & f_{1, n-1} & f_{1, n} \\
f_{2,1} & f_{2,2} & \cdots & f_{2, n-1} & f_{2, n} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
f_{n-1,1} & f_{n-1,2} & \cdots & f_{n-1, n-1} & f_{n-1, n} \\
f_{n, 1} & f_{n, 2} & \cdots & f_{n, n-1} & f_{n, n}
\end{array}\right)
$$

Note that $\mathcal{F}_{n}$ indexes an equivalence class in $\mathcal{C}_{n}$ via the inverse map $\mathscr{F}^{-1}$ at (40).
Having defined $f$-sequences and their associated sets, we are ready to define $\left\{F^{\uparrow}(k)\right\}_{k \in[n]_{-}}$, the jump Markov chain of the unvintaged and sized $n$-coalescent on $\mathbb{F}_{n}$. Equations (41), (42), (43), (44) and (45) have been derived in [23]. The transition probability of $\left\{F^{\uparrow}(k)\right\}_{k \in[n]_{-}}$from $f_{i} \in \mathbb{F}_{n}^{i}$ to $f_{i-1} \in \mathbb{F}_{n}^{i-1}$ is:

$$
\begin{align*}
& P\left(f_{i-1} \mid f_{i}\right) \\
& \quad= \begin{cases}f_{i, j} f_{i, k}\binom{i}{2}^{-1} & \text { if } \quad f_{i-1}=f_{i}-e_{j}-e_{k}+e_{j+k}, j \neq k \\
\binom{f_{i, j}, j}{2}\binom{i}{2}^{-1} & \text { if } \quad f_{i-1}=f_{i}-e_{j}-e_{k}+e_{j+k}, j=k \\
0 & \text { otherwise }\end{cases} \tag{41}
\end{align*}
$$

The initial state and the final absorbing state of $\left\{F^{\uparrow}(k)\right\}_{k \in[n]_{-}}$on $\mathbb{F}_{n}$ are $f_{n}=$ $(n, 0, \ldots, 0)$ and $f_{1}=(0,0, \ldots, 1)$, respectively. The probability of an $f$-sequence, $f:=\left(f_{n}, f_{n-1}, \ldots, f_{1}\right) \in \mathcal{F}_{n}$, is given by the product:

$$
\begin{equation*}
P(f)=\prod_{i=n}^{2} P\left(f_{i-1} \mid f_{i}\right) \tag{42}
\end{equation*}
$$

and the probability that $\left\{F^{\uparrow}(k)\right\}_{k \in[n]_{-}}$visits a particular $f_{i} \in \mathbb{F}_{n}^{i}$ at the $i$-th epoch [30, Equation (7.11)] is:

$$
\begin{equation*}
P\left(f_{i}\right)=\frac{i!}{\prod_{j=1}^{i} f_{i, j}!}\binom{n-1}{i-1}^{-1} \tag{43}
\end{equation*}
$$

Let us consider the forward time jump chain $\left\{F^{\downarrow}(k)\right\}_{k \in[n]_{+}}$on $\mathbb{F}_{n}$. The transition probability of $\left\{F^{\downarrow}(k)\right\}_{k \in[n]_{+}}$from $f_{i-1} \in \mathbb{F}_{n}^{i-1}$ to $f_{i} \in \mathbb{F}_{n}^{i}$ is:

$$
P\left(f_{i} \mid f_{i-1}\right)
$$

$$
= \begin{cases}2 f_{i-1, j+k}(n-i+1)^{-1} & \text { if } \quad f_{i}=f_{i-1}+e_{j}+e_{k}-e_{j+k}, j \neq k,  \tag{44}\\ & \\ j+k>1, f_{i} \in \mathbb{F}_{n}^{i}, f_{i-1} \in \mathbb{F}_{n}^{i-1} \\ f_{i-1, j+k}(n-i+1)^{-1} & \text { if } \quad f_{i}=f_{i-1}+e_{j}+e_{k}-e_{j+k}, j=k, \\ & j+k>1, f_{i} \in \mathbb{F}_{n}^{i}, f_{i-1} \in \mathbb{F}_{n}^{i-1} \\ 0 & \text { otherwise }\end{cases}
$$

The final absorbing state and the initial state of $\left\{F^{\uparrow}(k)\right\}_{k \in[n]-}$ on $\mathbb{F}_{n}$ are $f_{n}=$ $(n, 0, \ldots, 0)$ and $f_{1}=(0,0, \ldots, 1)$, respectively. The probability of an $f$-sequence, $f:=\left(f_{n}, f_{n-1}, \ldots, f_{1}\right) \in \mathcal{F}_{n}$, is given by the product:

$$
\begin{equation*}
P(f)=\prod_{i=2}^{n} P\left(f_{i} \mid f_{i-1}\right) \tag{45}
\end{equation*}
$$

Let $\left\{{ }^{N} F^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$be the discrete time sample genealogical Markov chain of $n$ unvintaged and unlabeled samples taken at random from the present generation of a Wright-Fisher population of constant size $N$ over the state space $\mathbb{F}_{n}$. We derive a continuous-time Markov chain that approximates $\left\{{ }^{N} F^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$on $\mathbb{G}_{n}$ next.

Proposition 3.28 (Unvintaged and sized $n$-coalescent). The $\lfloor N t\rfloor$-step transition probabilities, ${ }^{N} P_{f_{i}, f_{i^{\prime}}}(\lfloor N t\rfloor)$, of the chain $\left\{{ }^{N} F^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$, converge to the transition probabilities of the continuous-time Markov chain $\left\{F^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$with rate matrix $Q$, i.e.

$$
{ }^{N} P_{f_{i}, f_{i^{\prime}}}(\lfloor N t\rfloor) \xrightarrow{N \rightarrow \infty} P_{f_{i}, f_{i^{\prime}}}(t)=\exp (Q t),
$$

where the entries of $Q, q\left(f_{i^{\prime}} \mid f_{i}\right), f_{i^{\prime}}, f_{i} \in \mathbb{F}_{n}$, specifying the transition rate from $f_{i} \in$ $\mathbb{F}_{n}^{i}$ to $f_{i^{\prime}}$, are:

$$
\begin{align*}
& q\left(f_{i^{\prime}} \mid f_{i}\right) \\
& \quad= \begin{cases}-i(i-1) / 2 & \text { if } \quad f_{i}=f_{i^{\prime}}, f_{i} \in \mathbb{F}_{n}^{i} \\
f_{i, j} f_{i, k} & \text { if } \quad f_{i^{\prime}}=f_{i}-e_{j}-e_{k}+e_{j+k}, j \neq k, f_{i} \in \mathbb{F}_{n}^{i}, f_{i^{\prime}} \in \mathbb{F}_{n}^{i-1} \\
\left(f_{i, j}\right)\left(f_{i, j}-1\right) / 2 & \text { if } \quad f_{i^{\prime}}=f_{i}-e_{j}-e_{k}+e_{j+k}, j=k, f_{i} \in \mathbb{F}_{n}^{i}, f_{i^{\prime}} \in \mathbb{F}_{n}^{i-1} \\
0 & \text { otherwise }\end{cases} \tag{46}
\end{align*}
$$

The initial state is $f_{n}=(n, 0,0, \ldots, 0)$ and the final absorbing state is $f_{1}=$ $(0,0, \ldots, 1)$. This continuous time Markov chain $\left\{F^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$on $\mathbb{F}_{n}$ is called the unvintaged and sized $n$-coalescent.

Proof. The proof is merely a consequence of substituting the backward transition probabilities at (41) in the general $n$-coalescent approximation of (9) since $\left\{{ }^{N} H^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$is a lumped Markov chain of $\left\{{ }^{N} F^{\uparrow}(k)\right\}_{k \in \mathbb{Z}_{-}}$.

Next we show that the lumping $\mathscr{F}$ from $\mathbb{C}_{n}$ to $\mathbb{F}_{n}$ as well as the lumping $\mathscr{F}^{\prime}$ from $\mathbb{D}_{n}$ to $\mathbb{F}_{n}$ are Markov.

Proposition 3.29 (Markov lumping from $\mathbb{C}_{n}$ to $\mathbb{F}_{n}$ via $\mathscr{F}$ ). Our lumping of the unvintaged and labeled $n$-coalescent over $\mathbb{C}_{n}$ to the unvintaged and sized $n$-coalescent over $\mathbb{F}_{n}$, via the mapping $\mathscr{F}\left(c_{i}\right)=f_{i}: \mathbb{C}_{n} \rightarrow \mathbb{F}_{n}$ in (40), is Markov as pointed out by Kingman [15, (5.1), (5.2)] using the arguments in [20, § IIId].

Proof. Let $f_{i}, f_{j}$ be any two states in $\mathbb{F}_{n}$ and $\mathscr{F}^{-1}\left(f_{i}\right), \mathscr{F}^{-1}\left(f_{j}\right)$ be their respective inverse images in $\mathbb{C}_{n}$. Then, the probability of moving from a state $c_{i^{\prime}} \in \mathscr{F}^{-1}\left(f_{i}\right)$ to the set $\mathscr{F}^{-1}\left(f_{j}\right)$ :

$$
\sum_{c_{j^{\prime}} \in \mathscr{F}-1\left(f_{j}\right)} P\left(c_{j^{\prime}} \mid c_{i^{\prime}}\right)= \begin{cases}f_{i, \ell} f_{i, k}\binom{i}{2}^{-1} & \text { if } \quad f_{j}=f_{i}-e_{\ell}-e_{k}+e_{\ell+k}, \ell \neq k \\ \binom{f_{i, \ell}, \ell}{2}\binom{i}{2}^{-1} & \text { if } \quad f_{j}=f_{i}-e_{\ell}-e_{k}+e_{\ell+k}, \ell=k \\ 0 & \text { otherwise }\end{cases}
$$

depends on $c_{i^{\prime}}$ only through $f_{i}=\mathscr{F}\left(c_{i^{\prime}}\right)$. For any given $f_{i}, f_{j} \in \mathbb{F}_{n}$, this condition is satisfied by construction, since the above sum equals $P\left(f_{j} \mid f_{i}\right)$ at (41), a quantity that only depends on $f_{i}$.

Proposition 3.30 (Markov lumping from $\mathbb{D}_{n}$ to $\mathbb{F}_{n}$ via $\mathscr{F}^{\prime}$ ). Consider the following vintage-dropping map $\mathscr{F}^{\prime}\left(d_{k}\right)=f_{i}: \mathbb{D}_{n} \rightarrow \mathbb{F}_{n}$ :

$$
\begin{aligned}
\mathscr{F}^{\prime}\left(d_{k}\right): & =\mathscr{F}^{\prime}\left(\left(d_{k, 1}, \ldots, d_{k, n}\right)\right) \\
& =\left(n-\sum_{j=1}^{n-1} d_{k, j}, \sum_{j=1}^{n-1} \mathbf{1}_{\{2\}}\left(d_{k, i}\right), \ldots, \sum_{j=1}^{n-1} \mathbf{1}_{\{n\}}\left(d_{k, i}\right)\right)=\left(f_{i, 1}, f_{i, 2}, \ldots, f_{i, n}\right) .
\end{aligned}
$$

The lumped chain, $\left\{D^{\uparrow^{\mathscr{F}^{\prime}}}(i)\right\}_{i \in[n]_{-}}$, of $\left\{D^{\uparrow}(i)\right\}_{i \in[n]_{-}}$, the jump Markov chain embedded in $\left\{D^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$, the vintaged and sized $n$-coalescent on $\mathbb{D}_{n}$, is Markov and equivalent to $\left\{F^{\uparrow}(i)\right\}_{i \in[n]_{-}}$, the jump Markov chain embedded in $\left\{F^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$, the vintaged and shaped $n$-coalescent on $\mathbb{F}_{n}$.

Proof. Let $f_{i}, f_{j}$ be any two states in $\mathbb{F}_{n}$ and $\mathscr{F}^{\prime-1}\left(f_{i}\right), \mathscr{F}^{\prime-1}\left(f_{j}\right)$ be their respective inverse images in $\mathbb{D}_{n}$. Then, the probability of moving from a state $d_{i^{\prime}} \in \mathscr{F}^{\prime-1}\left(f_{i}\right)$ to
the set $\mathscr{F}^{\prime-1}\left(f_{j}\right)$ :

$$
\begin{aligned}
P\left(\mathscr{F}^{\prime-1}\left(f_{j}\right) \mid d_{i^{\prime}}\right)= & \sum_{d_{j^{\prime}} \in \mathscr{F}^{\prime-1}\left(f_{j}\right)} P\left(d_{j^{\prime}} \mid d_{i^{\prime}}\right) \\
\quad=\left\{\begin{array}{ll}
f_{i, \ell} f_{i, k}\binom{i}{2}^{-1} & \text { if } f_{j}=f_{i}-e_{\ell}-e_{k}+e_{\ell+k}, \ell \neq k \\
\left(f_{i, \ell}\right. \\
2
\end{array}\right)\binom{i}{2}^{-1} & \text { if } \quad f_{j}=f_{i}-e_{\ell}-e_{k}+e_{\ell+k}, \ell=k \\
0 & \text { otherwise }
\end{aligned} .
$$

only depends on $d_{i^{\prime}}$ through $f_{i}$ for any given $f_{j}$. Proposition 2.2 completes the proof.

Next we define a shape statistic triple of any $f \in \mathcal{F}_{n}$. Let us denote the entry-wise maximum or minimum of a vector $x$ by $\max \langle x\rangle$ and $\min \langle x\rangle$, respectively. There are $n-1$ coalescence events in any $f$. Define $\beth(f)$ as the number of events resulting from the coalescence of a pair of leaves or samples. Such an event is also said to be a cherry. Next define $T(f)$ as the number of events that arise from coalescing two sets of distinct sizes. Let the number of the remaining events in $f$ be defined as $\widehat{\beth}(f)$. Thus, $\widehat{\beth}(f)$ is the number of events resulting from the coalescence of two sets of equal size that are not cherries. A distinctly-sized split of a lineage subtending $i$ leaves gives rise to two lineages subtending $i_{1}$ and $i_{2}$ leaves, such that $i_{1} \neq i_{2}$ and $i=i_{1}+i_{2}$. In formulae, the above is,

$$
\begin{align*}
& \beth(f):=\sum_{i=2}^{n} \mathbf{1}_{\{1\}}\left(f_{i-1,2}-f_{i, 2}\right)  \tag{47}\\
& \beth(f):=\sum_{i=2}^{n} \mathbf{1}_{\{1\}}\left(\max \left\langle f_{i}-f_{i-1}\right\rangle\right)  \tag{48}\\
& \widehat{\beth}(f):=n-1-\rceil(f)-\beth(f) \tag{49}
\end{align*}
$$

Denoting the entry-wise or Hadamard product by $\boxtimes$, let us define $\ddot{f}_{i}$ as the frequency of lineages that subtend the same number of leaves as the lineage that was split at the beginning of the $i$-th epoch (forward in time) and the corresponding split frequency vector $\ddot{\Lambda}(f)=\ddot{f}:=\left(\ddot{f}_{2}, \ddot{f}_{3}, \ldots, \ddot{f}_{n}\right)$ for a given $f$-sequence $f$ by

$$
\begin{equation*}
\ddot{\Lambda}(f)=\ddot{f}:=\left(\ddot{f}_{2}, \ddot{f}_{3}, \ldots, \ddot{f}_{n}\right): \mathcal{F}_{n} \rightarrow \ddot{\mathcal{F}}_{n}, \quad \ddot{f}_{i}:=f_{i-1,-\min \left\langle\left(f_{i}-f_{i-1}\right) \boxtimes(1,2, \ldots, n)\right\rangle} \tag{50}
\end{equation*}
$$

For example, if there were four lineages that subtend three leaves each and one of these four lineages split at the beginning of the $i$-th epoch, then $\ddot{f}_{i}=4$.

Proposition 3.31 (Probability of an $f$-sequence in terms of its shape statistics).

$$
\begin{equation*}
P(f)=\frac{2^{\urcorner(f)}}{(n-1)!} \prod_{i=2}^{n} \ddot{f}_{i} \tag{51}
\end{equation*}
$$

Proof. For any $f \in \mathcal{F}_{n}$, we can simplify $P(f)$ given by (45) and (44), as follows:

$$
\begin{aligned}
P(f) & =\prod_{i=2}^{n} P\left(f_{i} \mid f_{i-i}\right)=\prod_{i=2}^{n}\left(2^{\mathbf{1}_{\{1\}} \max \left\langle f_{i}-f_{i-1}\right\rangle} \ddot{f}_{i}(n-i+1)^{-1}\right) \\
& =\frac{2^{\sum_{i=2}^{n} \mathbf{1}_{\{1\}} \max \left\langle f_{i}-f_{i-1}\right\rangle}}{(n-1)!} \prod_{i=2}^{n} \ddot{f}_{i}=\frac{2^{\urcorner(f)}}{(n-1)!} \prod_{i=2}^{n} \ddot{f}_{i} .
\end{aligned}
$$

We get (51) from the definition of $\rceil(f)$ at (48) as the number of distinctly-sized lineage splits in $f$.

## 4 Applications of lumped $n$-coalescents

Next we introduce the formalities to frame a partially ordered graph of lumped $n$ coalescents. We identify any $n$-coalescent $\left\{A^{\uparrow}(t)\right\}_{t \in \mathbb{R}_{+}}$with its constitutive ordered triple $\mathfrak{C}_{a}:=\left(\mathbb{A}_{n},\left\{A^{\uparrow}(k)\right\}_{k \in[n]-}, \mathcal{A}_{n}\right)$. The three components are $\mathfrak{C}_{a}(1):=\mathbb{A}_{n}$, its state space, $\mathfrak{C}_{a}(2):=\left\{A^{\uparrow}(k)\right\}_{k \in[n]-}$, its embedded jump Markov chain, and $\mathfrak{C}_{a}(3):=\mathcal{A}_{n}$, the set of its sequential realizations. We index the $n$-coalescent triple $\mathfrak{C}_{a}$ by a generic $a$-sequence $a \in \mathfrak{C}_{a}(3):=\mathcal{A}_{n}$. Let $\mathfrak{C}_{\alpha}$ and $\mathfrak{C}_{\beta}$ be two $n$-coalescent triples with a Markov lumping $\mathscr{M}_{\alpha, \beta}: \mathfrak{C}_{\alpha}(1) \rightarrow \mathfrak{C}_{\beta}(1)$. We can apply this lumping to each component of any $\alpha$-sequence $\alpha=\left(\alpha_{n}, \alpha_{n-1}, \ldots, \alpha_{1}\right) \in \mathfrak{C}_{\alpha}(3)$ to obtain the lumped $\beta$-sequence according to the sequential lumping:

$$
\begin{aligned}
& \underline{\mathscr{M}_{\alpha, \beta}}(\alpha)=\beta: \mathfrak{C}_{\alpha}(3) \rightarrow \mathfrak{C}_{\beta}(3), \\
& \underline{\mathscr{M}_{\alpha, \beta}}(\alpha)=\left(\mathscr{M}_{\alpha, \beta}\left(\alpha_{n}\right), \ldots, \mathscr{M}_{\alpha, \beta}\left(\alpha_{1}\right)\right)=\left(\beta_{n}, \ldots, \beta_{1}\right)=\beta \in \mathfrak{C}_{\beta}(3) .
\end{aligned}
$$

Definition 4.1 (The lumped $n$-coalescents graph). Consider an $\mathfrak{V}$-indexed set of $n$-coalescent triples $\left\{\mathfrak{C}_{\alpha}, \alpha \in \mathfrak{V}\right\}$. Let, $\mathscr{M}_{\alpha, \beta}: \mathfrak{C}_{\alpha}(1) \rightarrow \mathfrak{C}_{\beta}(1)$, for some $\alpha, \beta \in \mathfrak{V}$ be a Markov lumping. Let $\mathfrak{E}$ be a set of such maps as well as the identity map. Then, the directed graph $\mathfrak{G}_{\mathfrak{V}, \mathfrak{E}}$ with vertices in $\left\{\mathfrak{C}_{\alpha}, \alpha \in \mathfrak{V}\right\}$ and directed edges from a vertex $\mathfrak{C}_{\alpha}$ to a vertex $\mathfrak{C}_{\beta}$, provided there exists an $\mathscr{M}_{\alpha, \beta} \in \mathfrak{E}$, is the lumped $n$-coalescents graph. The immediate succedence relation: $\mathfrak{C}_{\alpha} \succ_{\mathfrak{C}} \mathfrak{C}_{\beta} \Longleftrightarrow \exists \mathscr{M}_{\alpha, \beta} \in \mathfrak{E}$, induces the partial ordering $\dddot{\succ}_{\mathfrak{C}}$ on $\left\{\mathfrak{C}_{\alpha}, \alpha \in \mathfrak{V}\right\}$, the vertices of $\mathfrak{G}_{\mathfrak{V}, \mathfrak{E}}$.

We introduced six different resolutions of the $n$-coalescent and the Markov lumpings between their state spaces (Figure 1). Suppose $\mathbb{A}_{n}$ is the state space of another $n$-coalescent with a Markov lumping $\mathscr{B}\left(a_{i}\right)=b_{i}: \mathbb{A}_{n} \rightarrow \mathbb{B}_{n}$. Although there are several ways to augment $\mathbb{B}_{n}$ to $\mathbb{A}_{n}$, depending on the statistical problem and data at hand, we abstract $\mathbb{A}_{n}$ here to emphasize that $\mathbb{B}_{n}$ is not the finest possible $n$-coalescent resolution. Our lumped $n$-coalescents graph is $\mathfrak{G}_{\mathfrak{V}, \mathfrak{E}}$ with

$$
\begin{aligned}
& \mathfrak{V}=\{a, b, c, d, f, g, h\} \text { and } \\
& \qquad \begin{array}{l}
\mathfrak{E}=\left\{\mathscr{M}_{a, b}, \mathscr{M}_{b, c}, \mathscr{M}_{b, d}, \mathscr{M}_{c, f}, \mathscr{M}_{d, f}, \mathscr{M}_{d, g}, \mathscr{M}_{f, h}, \mathscr{M}_{g, h}\right\}, \text { where } \\
\mathscr{M}_{a, b}:=\mathscr{B}: \mathbb{A}_{n} \rightarrow \mathbb{B}_{n}, \quad \mathscr{M}_{b, c}:=\mathscr{C}: \mathbb{B}_{n} \rightarrow \mathbb{C}_{n}, \quad \mathscr{M}_{b, d}:=\mathscr{D}: \mathbb{B}_{n} \rightarrow \mathbb{D}_{n}, \\
\mathscr{M}_{c, f}:=\mathscr{F}: \mathbb{C}_{n} \rightarrow \mathbb{F}_{n}, \quad \mathscr{M}_{d, f}:=\mathscr{F}^{\prime}: \mathbb{D}_{n} \rightarrow \mathbb{F}_{n}, \quad \mathscr{M}_{d, g}:=\mathscr{G}: \mathbb{D}_{n} \rightarrow \mathbb{G}_{n}, \\
\mathscr{M}_{f, h}:=\mathscr{H}: \mathbb{F}_{n} \rightarrow \mathbb{H}_{n}, \quad \mathscr{M}_{g, h}:=\mathscr{H}^{\prime}: \mathbb{G}_{n} \rightarrow \mathbb{H}_{n} .
\end{array}
\end{aligned}
$$

The lumped $n$-coalescents graph is the companion structure of the $n$-coalescent experiments graph defined in [23]. The lumped $n$-coalescents graph formalizes equivalence classes in the hidden space of genealogical sequences that one has to integrate over in order to compute the likelihood of the observed statistics at each node of the $n$-coalescent experiments graph. We can achieve maximal computational efficiency during likelihood evaluation if we conduct our integrations over the coarsest possible $n$-coalescent resolution in $\mathfrak{G}_{\mathfrak{V}, \mathfrak{E}}$ that will yield the exact likelihood of the desired statistics. We can measure this efficiency by the extent of various Markov lumpings and the size of the state spaces at different resolutions of $\mathfrak{G}_{\mathfrak{V}, \mathfrak{E}}$.

### 4.1 Nature and extent of Markov Lumpings

Here we study the nature and extent of the Markov lumpings between our six concrete state spaces in the lumped $n$-coalescents graph $\mathfrak{G}_{\mathfrak{V}^{\prime}, \mathfrak{E}^{\prime}}$ with the sequence-specific index set $\mathfrak{V}^{\prime}=\{b, c, d, f, g, h\}$ and $\mathfrak{E}^{\prime}=\left\{\mathscr{C}, \mathscr{D}, \mathscr{F}, \mathscr{F}^{\prime}, \mathscr{G}, \mathscr{H}, \mathscr{H}^{\prime}\right\}$ (Figure1). We have seen that there is a bijection from $\mathcal{B}_{n}$, the set of $b$-sequences, as well as from $\mathcal{C}_{n}$, the set of $c$-sequences, to the set of ranked, labeled trees. We introduced $b$-sequences since there are Markov lumpings from $b$-sequences to all other resolutions. Since the state space of $c$-sequences is much smaller - there are no vintage tags - we will only consider $c$-sequences when the object of interest in inference is a ranked, labeled tree. The next two propositions state the impossibility of Markov lumpings between some state spaces in our lumped $n$-coalescents graph.

Proposition 4.2. There is no Markov lumping from the state space of c-sequences to that of $g$-sequences and vice versa.

Proof. Since $\left|\mathbb{G}_{n}\right|<\left|\mathbb{C}_{n}\right|$, due to (19) and (32), there is clearly no lumping from $\mathbb{G}_{n}$ to $\mathbb{C}_{n}$. For the other direction, consider the trees below. In the left tree, for $c_{l} \in \mathbb{C}_{5}^{2}$ we have $c_{l}=\{\{1,2\},\{3,4,5\}\}$. Also in the right tree, for $c_{r} \in \mathbb{C}_{5}^{2}$ we have $c_{r}=\{\{1,2\},\{3,4,5\}\}$, i.e. $c_{l}=c_{r}$. In the left tree, for $g_{l} \in \mathbb{G}_{5}^{2}$ we have $g_{l}=(0,1,0,1)$. However, in the right tree, for $g_{r} \in \mathbb{G}_{5}^{2}$ we have $g_{r}=(0,1,1,0)$.


So for two different states in $\mathbb{G}_{5}^{2}$ we have the same state in $\mathbb{C}_{5}^{2}$. Thus there is no lumping from $\mathbb{C}_{n}$ to $\mathbb{G}_{n}$.

Proposition 4.3. There is no Markov lumping from the state space of $g$-sequences to that of $f$-sequences and vice versa.

Proof. Since $\left|\mathbb{F}_{n}\right|<\left|\mathbb{G}_{n}\right|$, due to $(32)$ and $(39)$, there is clearly no lumping from $\mathbb{F}_{n}$ to $\mathbb{G}_{n}$. For the other direction, consider the trees below. In the left tree, for $g_{l} \in \mathbb{G}_{6}^{2}$ we have $g_{l}=(0,1,1,0,0)$. Also in the right tree, for $g_{r} \in \mathbb{G}_{6}^{2}$ we have $g_{r}=(0,1,1,0,0)$, i.e. $g_{l}=g_{r}$. In the left tree, for $f_{l} \in \mathbb{F}_{6}^{2}$ we have $f_{l}=(0,1,0,1,0,0)$. However, in the right tree, for $f_{r} \in \mathbb{G}_{6}^{2}$ we have $f_{r}=(0,0,2,0,0)$.


So for two different states in $\mathbb{F}_{6}^{2}$ we have the same state in $\mathbb{G}_{6}^{2}$. Thus there is no lumping from $\mathbb{G}_{n}$ to $\mathbb{F}_{n}$.

Let us now gain some insight on the extent of lumpings between $\mathbb{C}_{n}, \mathbb{G}_{n}$ and $\mathbb{F}_{n}$. Note that the cardinality of $\mathbb{C}_{n},\left|\mathbb{C}_{n}\right|$, is the $n$-th Bell number in (19). Further, the cardinality of $\mathbb{G}_{n},\left|\mathbb{G}_{n}\right|$, is the $(n+1)$-th Fibonacci number in $(32)$. The cardinality of $\mathbb{F}_{n},\left|\mathbb{F}_{n}\right|$, is the number of integer partitions of $n$ in (39). The approximate values of $\left|\mathbb{C}_{n}\right|,\left|\mathbb{G}_{n}\right|$ and $\left|\mathbb{F}_{n}\right|$ are shown in Table 1 for typical samples sizes of interest to us. In fact, $\left|\mathbb{F}_{n}\right| /\left|\mathbb{G}_{n}\right| \rightarrow 0$ and $\left|\mathbb{G}_{n}\right| /\left|\mathbb{C}_{n}\right| \rightarrow 0$ as $n \rightarrow \infty$. This can be advantageous during integrations, involving dynamic programming, over paths of the Markov chain on $\mathbb{G}_{n}$
or $\mathbb{F}_{n}$ instead of $\mathbb{C}_{n}$ or over paths on $\mathbb{F}_{n}$ instead of $\mathbb{G}_{n}$, provided the coarser resolution preserves the likelihood of the statistic of interest, i.e. the sampling distribution of the statistic of interest only depends on $c$, the hidden $c$-sequence, up to equivalence classes specified by $\underline{\mathscr{F}}(c)=f$ or $\underline{\mathscr{G}}(c)=g$, the corresponding $f$ - or $g$ - sequences, via their inverse sequential images in $\mathcal{C}_{n}$ given by $\underline{\mathscr{F}}^{-1}(f)$ or $\underline{\mathscr{G}}^{-1}(g)$, respectively.

Table 1: Cardinalities of the state spaces $\mathbb{C}_{n}, \mathbb{G}_{n}$ and $\mathbb{F}_{n}$.

| $n=\left\|\mathbb{H}_{n}\right\|$ | 4 | 10 | 30 | 60 | 90 | 120 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\left\|\mathbb{C}_{n}\right\|$ | 15 | $1.2 \times 10^{5}$ | $8.5 \times 10^{23}$ | $9.8 \times 10^{59}$ | $1.4 \times 10^{101}$ | $5.1 \times 10^{145}$ |
| $\left\|\mathbb{G}_{n}\right\|$ | 5 | 88 | $1.3 \times 10^{6}$ | $2.5 \times 10^{12}$ | $4.7 \times 10^{18}$ | $8.7 \times 10^{24}$ |
| $\left\|\mathbb{F}_{n}\right\|$ | 5 | 42 | $5.6 \times 10^{3}$ | $9.7 \times 10^{5}$ | $5.7 \times 10^{7}$ | $1.8 \times 10^{9}$ |

In the following, we will investigate how much information is lost when lumping the $c$-sequences to $g$-sequences or $f$-sequences. The next two propositions precisely describe the number of $c$-sequences or $b$-sequences or ranked, labeled trees that are coarsened by any specific $f$ - or $g$-sequence.
Proposition 4.4 (The ranked, labeled trees of an $f$-sequence). Let $f \in \mathcal{F}_{n}$ be any given $f$-sequence and let $c \in \underline{\mathscr{F}}^{-1}(f)$ be a corresponding $c$-sequence. Then the number of c-sequences (which is the number of ranked, labeled trees) corresponding to the given $f$ is

$$
\begin{equation*}
\left|\underline{\mathscr{F}}^{-1}(f)\right|=2^{1-n} n!(n-1)!P(f)=n!2^{7(f)+1-n} \prod_{i=2}^{n} \ddot{f}_{i}, \tag{52}
\end{equation*}
$$

and the conditional probability of $c$ given $f$ is

$$
\begin{equation*}
P(c \mid f)=2^{\urcorner(f)+n-1}(n!)^{-1} \prod_{i=2}^{n} \ddot{f}_{i}^{-1} . \tag{53}
\end{equation*}
$$

Proof. The uniform probability on $\mathcal{C}_{n}$ given by $2^{n-1}(n!(n-1)!)^{-1}$ invokes the probability on $f$-sequences in $\mathcal{F}_{n}$ via the inverse image of $\underline{\mathscr{F}}^{-1}$, i.e.,

$$
P(f)=P\left(\underline{\mathscr{F}}^{-1}(f)\right)=\left|\underline{\mathscr{F}}^{-1}(f)\right| 2^{n-1}(n!(n-1)!)^{-1}
$$

and we have the first equality at (52). The second equality at (52) follows from substituting $P(f)$ at (51). The probability $P(c \mid f)$ at (53) follows from

$$
P(c \mid f)=\frac{P(c, f)}{P(f)}=\frac{P(c)}{P(f)}
$$

Proposition 4.5 (The ranked, labeled trees of an $g$-sequence). Let $g \in \mathcal{G}_{n}$ be any given $g$-sequence and let $b \in(\underline{\mathscr{D} \circ \mathscr{G}})^{-1}(g):=\left\{\underline{\mathscr{D}}^{-1}(d): d \in \underline{\mathscr{G}}^{-1}(g)\right\}$ be a corresponding $b$-sequence. Then the number of b-sequences (which is the number of ranked, labeled trees) corresponding to the given $g$ is

$$
\begin{equation*}
\left|(\underline{\mathscr{D} \circ \mathscr{G}})^{-1}(g)\right|=\left|\underline{\mathscr{D}}^{-1}\left(\underline{\mathscr{G}}^{-1}(g)\right)\right|=2^{1-n} n!(n-1)!P(g)=n!2^{-\beth(g)}, \tag{54}
\end{equation*}
$$

where $\beth(g)$ is the number of cherries of the ranked tree shape induced by $g$. The conditional probability of $b$ or $c$ given $g$ is

$$
\begin{equation*}
P(b \mid g)=P(c \mid g)=2^{\beth(g)} / n!. \tag{55}
\end{equation*}
$$

Proof. The bijection $\underline{\mathscr{G}}: \mathcal{D}_{n} \rightarrow \mathcal{G}_{n}$, yields the first equality in (54) as follows:

$$
(\underline{\mathscr{D} \circ \mathscr{G}})^{-1}(g):=\left\{\underline{\mathscr{O}}^{-1}(d): d \in \underline{\mathscr{G}}^{-1}(g)\right\}=\underline{\mathscr{O}}^{-1}\left(\underline{\mathscr{G}}^{-1}(g)\right) .
$$

We derived $P(g)$, the probability of a $g$-sequence, at (36) in Proposition 3.24. Since each $b$-sequence $b \in \mathcal{B}_{n}=(\mathscr{D} \circ \mathscr{G})\left(\mathcal{G}_{n}\right)$, that is bijectively mapped to a ranked, labeled tree, has probability $2^{n-1}(n!(n-1)!)^{-1}$, we obtain,

$$
\left|(\underline{\mathscr{D} \circ \mathscr{G}})^{-1}(g)\right|=2^{1-n} n!(n-1)!P(g)=2^{1-n} n!(n-1)!\frac{2^{n-\mathrm{J}(g)-1}}{(n-1)!}=n!2^{-\mathrm{J}(g)} .
$$

Thus, (54) gives us the number of ranked, labeled trees that map to any given $g$ sequence $g$ based on $\beth(g)$, the number of cherries of $g$. Due to the bijection from $\mathcal{B}_{n}$ to $\mathcal{C}_{n}$ and the uniform distribution on $\mathcal{B}_{n}$ and $\mathcal{C}_{n}$, the probability $P(c \mid g)=P(b \mid g)$

$$
P(c \mid g)=\frac{P(c, g)}{P(g)}=\frac{P(c)}{P(g)}=\frac{P\left(\mathscr{B}^{-1}(c)\right)}{P(g)}=\frac{P(b)}{P(g)}=\frac{P(b, g)}{P(g)}=P(b \mid g)
$$

Now,

$$
P(b \mid g)=P(c \mid g)=\frac{P(c)}{P(g)}=\frac{2^{n-1}(n!(n-1)!)^{-1}}{2^{n-\beth(g)-1}((n-1)!)^{-1}}=2^{\beth(g)} / n!
$$

There is a bijection from $\mathcal{D}_{n}$, the set of $d$-sequences, as well as from $\mathcal{G}_{n}$, the set of $g$-sequences, to the set of ranked tree shapes. Again, since the state space of $g$ sequences is much smaller - as we do not track the size of components - we will only consider $g$-sequences when the object of interest in inference is a ranked tree shape. We introduced $d$-sequences since there are lumpings from $d$-sequences to $f$ sequences. For various shape statistics of ranked tree shapes, whose likelihood only
depends on the hidden $f$-sequence (described in $\S 4.3$ ), it is preferable to study the lumped Markov chain on $\mathbb{F}_{n}$ as opposed to that on $\mathbb{G}_{n}$. The next proposition gives the number of $g$-sequences or $d$-sequences or ranked tree shapes that are coarsened by any specific $f$-sequence.

Proposition 4.6 (The ranked tree shapes of an $f$-sequence). Let $f \in \mathcal{F}_{n}$ be any given $f$-sequence and let $d \in \underline{\mathscr{F}}^{\prime-1}(f)$ and $g \in \underline{\mathscr{G}}\left(\underline{\mathscr{F}}^{\prime-1}(f)\right):=\left\{\underline{\mathscr{G}}(d): d \in \underline{\mathscr{F}}^{\prime-1}(f)\right\}$ be a corresponding $d$ - and $g$-sequence, respectively. The number of ranked tree shapes corresponding to the given $f$ is

$$
\begin{equation*}
\left|\underline{\mathscr{F}}^{\prime-1}(f)\right|=\left|\underline{\mathscr{G}}\left(\underline{\mathscr{F}}^{\prime-1}(f)\right)\right|=2^{-\widehat{\beth}(f)} \prod_{i=2}^{n} \ddot{f}_{i}, \tag{56}
\end{equation*}
$$

and the conditional probability of $g$ given $f$ is

$$
\begin{equation*}
P(g \mid f)=2^{\widehat{\beth}(f)}\left(\prod_{i=2}^{n} \ddot{f}_{i}\right)^{-1} \tag{57}
\end{equation*}
$$

Proof. The first equality in (56) is due to the bijection between $\mathcal{D}_{n}$ and $\mathcal{G}_{n}$. For the second equality in (56), we establish $\left|\underline{F}^{\prime-1}(f)\right|=2^{-\widehat{\beth}(f)} \prod_{i=2}^{n} \ddot{f}_{i}$ next. Recall that out of the $n-1$ splits in an $f, \beth(f)$ many of them are cherries and directly lead to leaves while $T(f)$ many of them lead to distinctly-sized splits. Let the number of remaining splits in $f$ be defined as $\widehat{\beth}(f):=n-1-\urcorner(f)-\beth(f)$. Thus, $\widehat{\beth}(f)$ is the number of balanced or equal-sized splits that are not cherries.

Let us highlight the following two facts: (1) for any $b, b^{\prime} \in \underline{\mathscr{D}}^{-1}\left(\underline{\mathscr{F}}^{\prime-1}(f)\right)=$ $\underline{\mathscr{C}}^{-1}\left(\mathscr{F}^{-1}(f)\right) \subseteq \mathcal{B}_{n}, P(b)=P\left(b^{\prime}\right)=2^{n-1}(n!(n-1)!)^{-1}$, and $(2)$ for any $d, d^{\prime} \in$ $\underline{\mathscr{F}}^{\prime-1}(f)$ and any $\left.g, g^{\prime} \in \underline{\mathscr{G}}^{\mathscr{F}^{\prime-1}}(f)\right), P(d)=P\left(d^{\prime}\right)=P(g)=P\left(g^{\prime}\right)=2^{n-1-\mathbb{J}(f)} /(n-$ 1)!, since $\beth(f)=\sum_{i=2}^{n} f_{i, 2}=\beth(d)=\beth\left(d^{\prime}\right)=\beth(g)=\beth\left(g^{\prime}\right)$. Therefore, the number of ranked tree shapes mapped by a given $f$-sequence is the number of ranked labeled trees of an $f$-sequence divided by the number of ranked labeled trees of a $g$ - or $d$-sequence with the same number of cherries as the $f$-sequence:

$$
\begin{aligned}
\left|\underline{\mathscr{F}}^{\prime-1}(f)\right|=\left|\underline{\mathscr{G}}\left(\underline{\mathscr{F}}^{\prime-1}(f)\right)\right|=\frac{\left|\underline{\mathscr{C}}^{-1}\left(\mathscr{F}^{-1}(f)\right)\right|}{\mid\left(\underline{\mathscr{D} \circ \mathscr{G}^{-1}}(g) \mid\right.}=\frac{\left|\mathscr{F}^{-1}(f)\right|}{n!2^{-\beth(g)}} & =\frac{\left|\mathscr{F}^{-1}(f)\right|}{n!2^{-\beth(f)}} \\
& =2^{7(f)+\beth(f)+1-n} \prod_{i=2}^{n} \ddot{f}_{i},
\end{aligned}
$$

where we use (54) for the third-last equality and (52) for the last equality. Finally, (56) follows from the definition of $\widehat{\beth}(f):=n-1-\rceil(f)-\beth(f)$. We get (57) from
$P(g)$ at (36), $P(f)$ at (51) and the definition of $\widehat{\beth}(f)$ as follows:

$$
\begin{aligned}
& P(g \mid f)=\frac{P(g, f)}{P(f)}=\frac{P(g)}{P(f)}=\frac{2^{n-\beth(g)-1}((n-1)!)^{-1}}{2^{\urcorner(f)}((n-1)!)^{-1} \prod_{i=2}^{n} \ddot{f}_{i}}=\frac{2^{n-1-\urcorner(f)-\beth(f)}}{\prod_{i=2}^{n} \ddot{f}_{i}} \\
&=2^{\beth(f)}\left(\prod_{i=2}^{n} \ddot{f}_{i}\right)^{-1}
\end{aligned}
$$

### 4.2 Examples

Next we provide some concrete examples of $\alpha$-sequences for small $n$ where $\alpha \in \mathfrak{V}^{\prime}=$ $\{b, c, d, f, g, h\}$ and calculate $P(f),\left|\mathscr{F}^{-1}(f)\right|, P(g),\left|(\underline{\mathscr{O} \circ \mathscr{G}})^{-1}(g)\right|$ and $\left|\underline{\mathscr{F}}^{\prime-1}(f)\right|$ based on (51), (52) (36), (54) and (56), respectively.

Example 4.7 (2 Samples). When there are 2 samples, we have exactly one $b-, c$ -,$d$-, $g$ - and $f$-sequence. We provide the $d$-, $g$ - and $f$-sequences in Table 2. The only $c$-sequence in $\mathcal{C}_{2}$ is $(\{\{1\},\{2\}\},\{\{1,2\}\})$ and the only $b$-sequence in $\mathcal{B}_{2}$ is ( $\left\{\{1\}^{\langle 2\rangle},\{2\}^{\langle 2\rangle}\right\},\left\{\{1,2\}^{\langle 1\rangle}\right\}$ ).

In Example 4.7 with $n=2$ (see first row of Table 2), there is only one $f$-sequence whose $T(f)=0$ and $\ddot{\Lambda}(f)=\ddot{f}=(1)$ and $\prod_{2}^{2} \ddot{f}_{i}=1$. Thus, $P(f)=\left(2^{0} /(2-1)!\right) 1=$ 1. We confirm the solitary $c$-sequence in $\mathcal{C}_{2}$ since $\left|\mathscr{F}^{-1}(f)\right|=2!2^{0+1-2} 1=1$. Also, there is only one $f$ - and $g$-sequence with $\beth(f)=\beth(g)=1$, and thus $P(g)=$ $2^{2-1-1} /(2-1)!=1,\left|(\underline{\mathscr{D} \circ \mathscr{G}})^{-1}(g)\right|=2!2^{-1}=1$. Since there are no equal sized splits that are not cherries, $\widehat{\beth}(f):=n-1-\rceil(f)-\beth(f)=2-1-0-1=0$, and thus $\left|\underline{\mathscr{F}}^{\prime-1}(f)\right|=2^{-0} 1=1$.

Example 4.8 ( 3 Samples). When there are 3 samples, we have $3 b$-sequences, 3 $c$-sequences, $1 d$-sequence, 1 g -sequence and $1 f$-sequence. In Table 3, we tabulate the state-space, (backward) transition diagram, sequences and the corresponding probabilities at each of the six $n$-coalescent resolutions in $\mathfrak{V}^{\prime}$.

There is only one $f$-sequence whose $T(f)=1, \ddot{\Lambda}(f)=\ddot{f}=(1,1)$ and $\prod_{i=2}^{3} \ddot{f}_{i}=$ 1. Thus, $P(f)=\left(2^{1} /(3-1)!\right) 1=1$ and $\left|\underline{\mathscr{F}}^{-1}(f)\right|=3!2^{1+1-3} 1=3$. Again, there is only one $f$ - and $g$-sequence with one cherry, i.e. $\beth(f)=\beth(g)=1$, and $\widehat{\beth}(f):=n-1-\rceil(f)-\beth(f)=3-1-1-1=0$. Thus, $P(g)=2^{3-1-1} /(3-1)!=1$, $\left|(\underline{\mathscr{D} \circ \mathscr{G}})^{-1}(g)\right|=3!2^{-1}=3$ and $\left|\underline{\mathscr{F}}^{\prime-1}(f)\right|=2^{-0} 1=1$.

| $n$ | ranked tree shape | $d$-sequence | $g$-sequence | $f$-sequence | ] | 7 | 〕 | $\ddot{f}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $\stackrel{2}{2}$ | $d=\binom{2}{0}$ | $g=\binom{1}{0}$ | $f=\left(\begin{array}{ll}0 & 1 \\ 2 & 0\end{array}\right)$ | 1 | 0 | 0 | (1) |
| 3 |  | $d=\left(\begin{array}{ll}3 & 0 \\ 0 & 2 \\ 0 & 0\end{array}\right)$ | $g=\left(\begin{array}{ll}1 & 0 \\ 0 & 1 \\ 0 & 0\end{array}\right)$ | $f=\left(\begin{array}{lll}0 & 0 & 1 \\ 1 & 1 & 0 \\ 3 & 0 & 0\end{array}\right)$ | 1 | 1 | 0 | $(1,1)$ |
| 4 | $\stackrel{2}{\sqrt[3]{\square}}$ | $d^{\lambda}=\left(\begin{array}{lll}4 & 0 & 0 \\ 0 & 3 & 0 \\ 0 & 0 & 2 \\ 0 & 0 & 0\end{array}\right)$ | $g^{\lambda}=\left(\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0\end{array}\right)$ | $f^{\lambda}=\left(\begin{array}{llll}0 & 0 & 0 & 1 \\ 1 & 0 & 1 & 0 \\ 2 & 1 & 0 & 0 \\ 4 & 0 & 0 & 0\end{array}\right)$ | 1 | 2 | 0 | $(1,1,1)$ |
| 4 |  | $d^{\wedge}=\left(\begin{array}{lll}4 & 0 & 0 \\ 0 & 2 & 2 \\ 0 & 0 & 2 \\ 0 & 0 & 0\end{array}\right)$ | $g^{\wedge}=\left(\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0\end{array}\right)$ | $f^{\wedge}=\left(\begin{array}{llll}0 & 0 & 0 & 1 \\ 0 & 2 & 0 & 0 \\ 2 & 1 & 0 & 0 \\ 4 & 0 & 0 & 0\end{array}\right)$ | 2 | 0 |  | $(1,2,1)$ |

Table 2: The $d$-, $g$ - and $f$-sequences when $n$ is 2,3 , and 4 are shown along with the corresponding ranked tree shape and the four shape statistics, namely, $\beth=\beth(f)$, $\boldsymbol{\top}=\boldsymbol{T}(f), \widehat{\beth}=\widehat{\beth}(f)$ and $\ddot{f}=\ddot{\Lambda}(f)$.

Example 4.9 (4 Samples). In the case of four samples, there are $18 b$-sequences, $18 c$-sequences, $2 d$-sequence, $2 g$-sequence and $2 f$-sequence. We provide the $d$-, $g$ - and $f$-sequences in Table 2. Out of the $18 c$-sequences in $\mathcal{C}_{4}$, it is possible to apply (40) and find that $12 c$-sequences map to $f^{\lambda}$ and 6 map to $f^{\wedge}$. Note that the ranked tree shapes corresponding to all the $c$-sequences $\underline{\mathscr{F}}^{-1}\left(f^{\lambda}\right)$ is the completely unbalanced $g$-sequence $g^{\wedge}$ and that corresponding to all the $c$-sequences $\mathscr{F}^{-1}\left(f^{\wedge}\right)$ is the completely balanced $g$-sequence $g^{\wedge}$. Finally, the shape statistic triple for the two $f$-sequences are:

$$
\left.\left.\left(\beth\left(f^{\wedge}\right),\right\rceil\left(f^{\lambda}\right), \widehat{\beth}\left(f^{\lambda}\right)\right)=(1,2,0) \quad \text { and } \quad\left(\beth\left(f^{\wedge}\right),\right\rceil\left(f^{\wedge}\right), \widehat{\beth}\left(f^{\wedge}\right)\right)=(2,0,1)
$$

Let us examine the two $f$-sequences closely. For $f^{\wedge}$ with $\rceil\left(f^{\wedge}\right)=0, \ddot{\Lambda}\left(f^{\wedge}\right)=\ddot{f}^{\wedge}=$ $(1,2,1)$ and $\prod_{i=2}^{4} \ddot{f}_{i}^{\wedge}=2$ we obtain $P\left(f^{\wedge}\right)=\left(2^{0} /(4-1)!\right) 2=1 / 3,\left|\mathscr{F}^{-1}\left(f^{\wedge}\right)\right|=$ $4!2^{0+1-4} 2=6$ and and $\left|\underline{\mathscr{F}}^{\prime-1}\left(f^{\wedge}\right)\right|=2^{-1} 2=1$. Similarly, for $f^{\lambda}$ with $T\left(f^{\lambda}\right)=2$, $\ddot{\Lambda}\left(f^{\lambda}\right)=\ddot{f}^{\lambda}=(1,1,1)$ and $\prod_{i=2}^{4} \ddot{f}_{i}^{\lambda}=1$, we obtain $P\left(f^{\lambda}\right)=\left(2^{2} /(4-1)!\right) 1=2 / 3$, $\left|\underline{\mathscr{F}}^{-1}\left(f^{\lambda}\right)\right|=4!2^{2+1-4} 1=12$ and $\left|\underline{\mathscr{F}}^{\prime-1}\left(f^{\lambda}\right)\right|=2^{-0} 1=1$.

Let us examine the two $g$-sequences closely. For $g^{\wedge}$ with $\beth\left(g^{\wedge}\right)=2, P\left(g^{\wedge}\right)=$ $2^{4-1-2} /(4-1)!=1 / 3$ and $\left|(\underline{D} \circ \mathscr{G})^{-1}\left(g^{\wedge}\right)\right|=4!2^{-2}=6$ and for $g^{\lambda}$ with $\beth\left(g^{\lambda}\right)=1$,


Example 4.10 ( 5 Samples). In the case of five samples, there are $180 b$-sequences, 180 c -sequences, 5 d -sequence, 5 g -sequence and 4 f -sequence. As shown in Ta-


Table 3: When $n=3$ we tabulate the state spaces, (backward) transition diagrams, the sequences and their probabilities at six resolutions of the $n$-coalescent.
ble 4, we denote the $5 g$-sequences as $g^{\mathrm{a}}, g^{\mathrm{b}}, g^{\mathrm{c}}, g^{\mathrm{d}}, g^{\mathrm{e}}$ and the five $d$-sequences as $d^{\mathrm{a}}, d^{\mathrm{b}}, d^{\mathrm{c}}, d^{\mathrm{d}}, d^{\mathrm{e}}$ along with their corresponding $f$-sequences as $f^{\mathrm{a}}, f^{\mathrm{b}}, f^{\mathrm{cd}}, f^{\mathrm{e}}$. Note that $g^{\mathrm{c}}$ and $g^{\mathrm{d}}$ as well as $d^{\mathrm{c}}$ and $d^{\mathrm{d}}$ map to the same $f$-sequence $f^{\mathrm{cd}}$. Finally, the shape statistic triples for the four $f$-sequences are:

$$
\begin{aligned}
& \left.\left.\left(\beth\left(f^{\mathrm{a}}\right),\right\urcorner\left(f^{\mathrm{a}}\right), \widehat{\beth}\left(f^{\mathrm{a}}\right)\right)=(1,3,0), \quad\left(\beth\left(f^{\mathrm{b}}\right),\right\urcorner\left(f^{\mathrm{b}}\right), \widehat{\beth}\left(f^{\mathrm{b}}\right)\right)=(2,1,1), \\
& \left(\beth\left(f^{\text {cd }}\right), ~ Т\left(f^{\text {cd }}\right), \widehat{\beth}\left(f^{\text {od }}\right)\right)=(2,2,0), \quad\left(\beth\left(f^{e}\right), ~ ד\left(f^{e}\right), \widehat{\beth}\left(f^{e}\right)\right)=(2,2,0) .
\end{aligned}
$$

For the four $f$-sequences: $f^{\mathrm{a}}, f^{\mathrm{b}}, f^{\text {ad }}$ and $f^{\mathrm{e}}$, and the five $g$-sequences: $g^{\mathrm{a}}, g^{\mathrm{b}}, g^{\mathrm{c}}$, $g^{\mathrm{d}}$ and $g^{\mathrm{e}}$, we apply their shape statistics:

$$
\begin{array}{lll}
\urcorner\left(f^{\mathrm{a}}\right)=3 & \beth\left(f^{\mathrm{b}}\right)=1 & \left.\beth\left(f^{\mathrm{ad}}\right)=\right\rceil\left(f^{\mathrm{e}}\right)=2 \\
\beth\left(g^{\mathrm{a}}\right)=1 & \beth\left(g^{\mathrm{b}}\right)=\beth\left(g^{\mathrm{c}}\right)=\beth\left(g^{\mathrm{d}}\right)=\beth\left(g^{\mathrm{e}}\right)=2 \\
& \prod_{i=2}^{5} \ddot{f}_{i}^{\mathrm{a}}=\prod_{i=2}^{5} \ddot{f}_{i}^{\mathrm{e}}=1^{4}=1 & \prod_{i=2}^{5} \ddot{f}_{i}^{\mathrm{b}}=\prod_{i=2}^{5} \ddot{f}_{i}^{\mathrm{od}}=1121=2,
\end{array}
$$

to obtain the probabilities and cardinalities, based on (51), (52) (36), (54) and (56), as follows:

$$
\begin{aligned}
& P\left(f^{\text {a }}\right)=\left(2^{3} /(5-1)!\right) 1=P\left(f^{\text {de }}\right)=\left(2^{2} /(5-1)!\right) 2=1 / 3 \\
& P\left(f^{\mathrm{b}}\right)=\left(2^{1} /(5-1)!\right) 2=P\left(f^{\mathrm{e}}\right)=\left(2^{2} /(5-1)!\right) 1=1 / 6 \\
& \left.\left|\underline{\mathscr{F}}^{-1}\left(f^{\mathrm{a}}\right)\right|=5!2^{3+1-5} 1=\mid{\mathscr{F}^{-1}}^{-\mathrm{od}}\right) \mid=5!2^{2+1-5} 2=60 \\
& \left|\underline{\mathscr{F}}^{-1}\left(f^{\mathrm{b}}\right)\right|=5!2^{1+1-5} 2=\left|\underline{\mathscr{F}}^{-1}\left(f^{\mathrm{e}}\right)\right|=5!2^{2+1-5} 1=30 \\
& P\left(g^{\mathrm{a}}\right)=2^{5-1-1} /(5-1)!=1 / 3 \\
& P\left(g^{\mathrm{b}}\right)=P\left(g^{\mathrm{c}}\right)=P\left(g^{\mathrm{d}}\right)=P\left(g^{\mathbf{e}}\right)=2^{5-1-2} /(5-1)!=1 / 6
\end{aligned}
$$

$$
\begin{aligned}
& \left|(\underline{\mathscr{D} \circ \mathscr{G}})^{-1}\left(g^{\mathrm{b}}\right)\right|=\left|(\underline{\mathscr{D} \circ \mathscr{G}})^{-1}\left(g^{\mathrm{c}}\right)\right|=5!2^{-2}=30 \\
& \left|(\underline{\mathscr{D} \circ \mathscr{G}})^{-1}\left(g^{\mathrm{d}}\right)\right|=\left|(\underline{\mathscr{D} \circ \mathscr{G}})^{-1}\left(g^{\mathbf{e}}\right)\right|=5!2^{-2}=30 \\
& \left|\underline{\mathscr{F}}^{\prime-1}\left(f^{a}\right)\right|=\left|\underline{\mathscr{F}}^{\prime-1}\left(f^{e}\right)\right|=2^{-0} 1=1 \\
& \left|\mathscr{F}^{\prime-1}\left(f^{\mathrm{b}}\right)\right|=2^{-1} 2=1 \\
& \left|\underline{\mathscr{F}}^{\prime-1}\left(f^{\text {cd }}\right)\right|=2^{-0} 2=2 .
\end{aligned}
$$

Applications of (36) and (54) to the $g$-sequences of Examples 4.7, 4.8, 4.9 and 4.10 above are consistent with those of Tajima's topological relationships [28, Figures 1-3].

| ranked tree shape | $d$-sequence | $g$-sequence | $f$-sequence | ] | 7 | ב | $\ddot{f}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $d^{\mathrm{a}}=\left(\begin{array}{llll}5 & 0 & 0 & 0 \\ 0 & 4 & 0 & 0 \\ 0 & 0 & 3 & 0 \\ 0 & 0 & 0 & 2 \\ 0 & 0 & 0 & 0\end{array}\right)$ | $g^{\mathbf{a}}=\left(\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0\end{array}\right)$ | $f^{a}=\left(\begin{array}{lllll}0 & 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 1 & 0 \\ 2 & 0 & 1 & 0 & 0 \\ 3 & 1 & 0 & 0 & 0 \\ 5 & 0 & 0 & 0 & 0\end{array}\right)$ | 1 | 3 |  | (1, 1, 1, 1) |
|  | $d^{\mathrm{b}}=\left(\begin{array}{llll}5 & 0 & 0 & 0 \\ 0 & 2 & 3 & 0 \\ 0 & 0 & 3 & 0 \\ 0 & 0 & 0 & 2 \\ 0 & 0 & 0 & 0\end{array}\right)$ | $g^{\mathrm{b}}=\left(\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0\end{array}\right)$ | $f^{\mathrm{b}}=\left(\begin{array}{ccccc}0 & 0 & 0 & 0 & 1 \\ 0 & 1 & 1 & 0 & 0 \\ 2 & 0 & 1 & 0 & 0 \\ 3 & 1 & 0 & 0 & 0 \\ 5 & 0 & 0 & 0 & 0\end{array}\right)$ | 2 |  |  | (1, 1, 2, 1) |
|  | $d^{\text {c }}=\left(\begin{array}{llll}5 & 0 & 0 & 0 \\ 0 & 3 & 2 & 0 \\ 0 & 0 & 2 & 2 \\ 0 & 0 & 0 & 2 \\ 0 & 0 & 0 & 0\end{array}\right)$ | $g^{c}=\left(\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0\end{array}\right)$ | $f^{\propto d}=\left(\begin{array}{lllll}0 & 0 & 0 & 0 & 1 \\ 0 & 1 & 1 & 0 & 0 \\ 1 & 2 & 0 & 0 & 0 \\ 3 & 1 & 0 & 0 & 0 \\ 5 & 0 & 0 & 0 & 0\end{array}\right)$ | 2 | 2 |  | 1,1,2,1) |
|  | $d^{\mathrm{d}}=\left(\begin{array}{llll}5 & 0 & 0 & 0 \\ 0 & 3 & 0 & 2 \\ 0 & 0 & 2 & 2 \\ 0 & 0 & 0 & 2 \\ 0 & 0 & 0 & 0\end{array}\right)$ | $g^{\mathrm{d}}=\left(\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0\end{array}\right)$ | $f^{\text {ad }}=\left(\begin{array}{lllll}0 & 0 & 0 & 0 & 1 \\ 0 & 1 & 1 & 0 & 0 \\ 1 & 2 & 0 & 0 & 0 \\ 3 & 1 & 0 & 0 & 0 \\ 5 & 0 & 0 & 0 & 0\end{array}\right)$ | 2 | 2 | 0 | (1, 1, 2, 1) |
|  | $d^{\mathrm{e}}=\left(\begin{array}{llll}5 & 0 & 0 & 0 \\ 0 & 4 & 0 & 0 \\ 0 & 0 & 2 & 2 \\ 0 & 0 & 0 & 2 \\ 0 & 0 & 0 & 0\end{array}\right)$ | $g^{\mathbf{e}}=\left(\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0\end{array}\right)$ | $f^{\mathrm{e}}=\left(\begin{array}{lllll}0 & 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 1 & 0 \\ 1 & 2 & 0 & 0 & 0 \\ 3 & 1 & 0 & 0 & 0 \\ 5 & 0 & 0 & 0 & 0\end{array}\right)$ | 2 | 2 |  | (1, 1, 1, 1) |

Table 4: The $d$-, $g$ - and $f$-sequences when $n=5$ are shown along with the corresponding ranked tree shape and the four shape statistics, namely, $\beth=\beth(f), \boldsymbol{J}=\boldsymbol{J}(f)$, $\widehat{\beth}=\widehat{\beth}(f)$ and $\ddot{f}=\ddot{\Lambda}(f)$. Note that the third and forth row have the same $f$-sequence.

### 4.3 Shape Statistics where $f$-sequences are sufficient

Next we will show that any $f$-sequence $f$ realized under the unvintaged and sized $n$-coalescent captures a considerable amount of information about the ranked tree shapes in the equivalence class of $c$-sequences $\mathscr{F}^{-1}(f)$ or in $\underline{\mathscr{G}}\left(\underline{\mathscr{F}}^{\prime-1}(f)\right)$. For instance, various tree shape statistics are further summaries of the $f$-sequence. We will make the former sentence precise by showing that several tree-shape statistics in the literature are functions of a sequence of $n-1$ ordered pairs obtained from $f$-sequences. For a given $c$-sequence $c:=\left(c_{n}, c_{n-1}, \ldots, c_{1}\right)$, the corresponding shape statistic sequence or $\tilde{s}$-sequence is $\tilde{s}:=\left(\tilde{s}_{n}, \tilde{s}_{n-1}, \ldots, \tilde{s}_{1}\right)$, where $\tilde{s}_{i}:=\left(\tilde{s}_{i, 1}, \tilde{s}_{i, 2}\right)$. The $i$-th ordered pair $\left(\tilde{s}_{i, 1}, \tilde{s}_{i, 2}\right)$ of the $\tilde{s}$-sequence is the size of the set $c_{i-1, j}$ that just coalesced and the size of the smaller of the two sets that just coalesced at the end of the $i$-th coalescent epoch. Here, we map the $\tilde{s}$-sequences directly from the set of $f$-sequences. The $\tilde{s}$ sequence or the sequential Aldous shape statistic [2] $\widetilde{S}(f)=\tilde{s}: \mathcal{F}_{n} \rightarrow \widetilde{\mathcal{S}}_{n}$ is obtained from an $f$-sequence $f$ as follows:

$$
\begin{align*}
& \widetilde{S}\left(f_{n}, f_{n-1}, \ldots, f_{1}\right)=\tilde{s}:=\left(\tilde{s}_{n}, \tilde{s}_{n-1}, \ldots, \tilde{s}_{2}\right), \\
& \tilde{s}_{i}:=\left(\tilde{s}_{i, 1}, \tilde{s}_{i, 2}\right):=\left(\max \left(\|f\|_{i}\right), \min \left(\|f\|_{i}\right) 2^{-\mathbf{1}_{\{0\}}\left(\max \left(\|f\|_{i}\right)-\min \left(\|f\|_{i}\right)\right)}\right), \\
& \quad\|f\|_{i}:=\left\{j\left|f_{i, j}-f_{i-1, j}\right| \in \mathbb{N}: j \in\{1,2, \ldots, n\}\right\} . \tag{58}
\end{align*}
$$

Therefore, $f$-sequences contain the information in $\tilde{s}$-sequences. Aldous [2] constructs the $\tilde{s}$-sequence forward in time using a tree-splitting model. This is partly motivated by a description of tree-shape imbalance via median-regression over a scatter-plot of the ordered pairs $\left(\tilde{s}_{i, 1}, \tilde{s}_{i, 2}\right)$ 's obtained from phylogenetic trees that were estimated from DNA sequences of extant taxa [2]. Next we show that several classical scalarvalued tree shape statistics are functions of $\tilde{s}=\widetilde{S}(f)$. First consider the following family of scalar-valued tree shape statistics indexed by the non-empty elements of the power set of $\{2,3, \ldots, n\}$.

$$
\mathfrak{Q}_{n}:=\left\{Q_{\mathrm{I}}(\tilde{s})=q_{I}:=\sum_{i=n}^{2} \tilde{s}_{i, 1} \mathbf{1}_{\mathrm{I}}\left(\tilde{s}_{i, 1}\right): \widetilde{\mathcal{S}}_{n} \rightarrow \mathcal{Q}_{\mathrm{I} n}, \mathrm{I} \in \mathbf{2}^{\{2,3, \ldots, n\}} \backslash \emptyset\right\}
$$

Then, $Q_{\{2,3, \ldots, n\}}(\tilde{s})=q_{\{2,3, \ldots, n\}}=\sum_{i=n}^{2} \tilde{s}_{i, 1}$ is the Sackin's index which is the sum of the number of leaves subtended by each internal node [28, 21]. $Q_{\{2\}} / 2=q_{\{2\}} / 2$ is the number of cherries, i.e., the number of internal nodes that subtend exactly 2 leaves [18]. There are $2^{n-1}-3$ other scalar-valued shape statistics in the family $\mathfrak{Q}_{n}$ for the $n$-coalescent. Another scalar-valued statistic that needs more information than the number of leaves subtended by the set of internal nodes is the Colless' index [6].

It is the sum of the absolute difference between the number of leaves subtended by the two branches bifurcating from each internal node up to a constant factor. The Colless' index of an $f$-sequence $f$ only depends on its Aldous shape statistic sequence $\widetilde{S}(f)=\tilde{s}$ and is given by $\left(n^{2}-3 n+2\right)^{-1} \sum_{i=n}^{2}\left(\tilde{s}_{i, 1}-2 \tilde{s}_{i, d}\right)$. Thus, we have shown that any $f$-sequence $f$ captures a lot of information about the ranked tree shapes in $\underline{\mathscr{G}}\left(\underline{F}^{\prime-1}(f)\right)$. However, some information is lost about the ranked tree shapes in the coarsening as one $f$-sequence may encode several distinct $g$-sequences - recall that 2 distinct $g$-sequences mapped to the same $f$-sequence in Example 4.10.

### 4.4 Shape Statistics where $g$-sequences are sufficient

In the last section, we showed that sampling distributions of $f$-sequences are sufficient to obtain that of several tree shape statistics. However, there are statistics based on ranked tree shapes for which the $n$-coalescent resolution of $f$-sequences is not sufficient. In [8], the runs statistic was proposed for detecting lineage-specific bursts within a population or between species.


Figure 5: Two ranked tree shapes on six leaves. Note that $\tau_{1}$, the ranked tree shape in the middle panel, has run statistic 4 while $\tau_{2}$ on the right has run statistic 5 . However, both ranked tree shapes have the same $f$-sequence on the left.

The runs statistic is calculated recursively from a ranked tree shape $\tau$. Note that the ranking on a tree shape is simply a total order of the interior vertices of the tree shape. By deleting the root of $\tau$, we obtain two ranked tree shapes $\tau_{1}$ and $\tau_{2}$. The ranked tree shape $\tau$ is induced by these two ranked tree shapes $\tau_{1}$ and $\tau_{2}$ together with a shuffle on the interior vertices of $\tau_{1}$ and $\tau_{2}$. A shuffle puts the $n_{1}$ interior vertices in $\tau_{1}$ and the $n_{2}$ interior vertices in $\tau_{2}$ in order, e.g. 112122 means that first we have two bifurcations in $\tau_{1}$, then a bifurcation in $\tau_{2}$, followed by one bifurcation in $\tau_{1}$, then two bifurcations in $\tau_{2}$. The number of runs of a shuffle is the number of times we switch from $i$ to $j(i \neq j)$ plus one. Our shuffle 112122 has four runs. The
number of runs of a ranked tree shape $\tau$ is defined recursively,

$$
R(\tau)=R\left(\tau_{1}\right)+R\left(\tau_{2}\right)+s(\tau)
$$

where $s(\tau)$ is the number of runs in the shuffle on the interior vertices of $\tau_{1}$ and $\tau_{2}$. For details see [8].

As $g$-sequences can be mapped to ranked tree shapes via a bijection (Proposition 3.25), the $g$-sequences are sufficient for determining the runs statistic. Runs statistic cannot be obtained from $f$-sequences. For example, let us consider $\tau_{1}$ and $\tau_{2}$, the two ranked tree shapes in Figure 5. There are 4 runs in $\tau_{1}$ whereas $\tau_{2}$ has 5 runs. However, both $\tau_{1}$ and $\tau_{2}$ have the same $f$-sequence.

## 5 Summary

We investigated the $n$-coalescent approximation of sample genealogical Markov chains of the simplest Wright-Fisher model. We showed that Kingman's $n$-coalescent approximation can be applied to any genealogical Markov chain that has the death chain as its lumped Markov chain. We described the combinatorial structures, forward and backward transition probabilities, sequence-specific and state-specific probabilities of the $n$-coalescent at six concrete genealogical resolutions. They include the genealogical resolutions of $\alpha$-sequences, where $\alpha \in \mathfrak{V}^{\prime}=\{b, c, d, g, f, h\}$.

Tajima's evolutionary relationships have been formalized into Tajima's $n$ coalescent or the vintaged and shaped $n$-coalescent. Its realizations are $g$-sequences that are in bijection with ranked tree shapes over a state space that is contained in $\{0,1\}^{n-1}$. Kingman's unlabeled $n$-coalescent or the unvintaged and sized $n$-coalescent has been given a complete Markov description to produce $f$-sequences over the sate space of integer partitions of $n$. The augmentation of the set of all set partitions of $\mathfrak{L}=\{1,2, \ldots, n\}$, the state space of Kingman's labeled $n$-coalescent or the unvintaged and labeled $n$-coalescent, by coalescent vintage tags, led to the state space of the Kingman-Tajima $n$-coalescent or the vintaged and labeled $n$-coalescent. Kingman's $n$-coalescent as well Tajima's $n$-coalescent are lumped Markov processes of the Kingman-Tajima $n$-coalescent. The $b$ - and $c$-sequences that are realized sequentially under the Kingman-Tajima and the Kingman's labeled $n$-coalescents, respectively, are in bijection with ranked, labeled trees. The vintaged and sized $n$-coalescent over the state space of ordered integer partitions of $n$ has $d$-sequences as its realizations. Both $d$ - and $g$-sequences are in bijection with ranked tree shapes. Our second coarsest resolution of $f$-sequences preserves considerable information about the genealogies although it is not in bijection with any of the familiar definitions of phylogenetic
trees. The $f$-sequences are sufficient for site frequency spectrum and its linear combinations as shown in [23, 22] as well as for several tree shape statistics as shown here. Finally, the coarsest resolution is the pure death chain with only one $h$-sequence ( $n, n-1, \ldots, 2,1$ ).

Using the theory of lumped Markov chains we formalized several Markov lumpings between $\mathfrak{V}^{\prime}=\{b, c, d, g, f, h\}$, the six $n$-coalescent resolutions we pursued here. There is a partial order on $\mathfrak{V}^{\prime}$ induced by $\mathfrak{E}^{\prime}$, the set of Markov lumpings between the six resolutions. We formalized this structure by $\mathfrak{G}_{\mathfrak{Y}^{\prime}, \mathfrak{E}^{\prime}}$, the lumped $n$-coalescents graph, and noted its implications for computational efficiency during likelihood evaluations in $n$-coalescent experiments. For likelihood evaluations during inference, we want the state space of the hidden genealogical Markov chains to be as small as possible. For instance, if the likelihood of our statistics requires integration at the resolution of ranked, labeled trees, we use $c$-sequences. If it requires integration over ranked tree shapes, we use $g$-sequences, and if it only requires integration over block sizes, we use $f$-sequences. The lumped $n$-coalescents graph allows us to consistently move between different $n$-coalescent resolutions as needed.

The lumped $n$-coalescents graph $\mathfrak{G}_{\mathfrak{V}^{\prime}, \mathfrak{E}^{\prime}}$ is a formal and constructive embodiment of the unified multi-resolution n-coalescent. The lumped Markov chain projections of the underlying sample genealogical process through the Kingman-Tajima $n$-coalescent at the maximal vertex in $\mathfrak{G}_{\mathfrak{V}^{\prime}, \mathbb{E}^{\prime}}$ simultaneously at all other vertices of $\mathfrak{G}_{\mathfrak{V}^{\prime}, \mathfrak{E}}$ gives us our unified multi-resolution $n$-coalescent. The basic properties of the $n$-coalescent, including (i) the robustness to variations in the underlying discrete population genetic models and (ii) the consistent embedding of the $n$-coalescent in the $(n+1)$-coalescent to obtain the coalescent, naturally apply to the unified multiresolution coalescent. One can also obtain a unified multi-resolution coalescent of other more general coalescent processes.

Kemeney \& Snell [12, p. 124] observe the following about a lumped process:
It is also often the case in applications that we are only interested in questions which relate to this coarser analysis of the possibilities. Thus it is important to be able to determine whether the new process can be treated by Markov chain methods.

It is exactly this observation about a lumped Markov process in the coalescent context that led to this paper and we have taken the necessary applied probabilistic steps towards realizing the potential for computationally efficient and statistically sufficient inference from population genetic statistics of today's massive genomic data.
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